Abstract:

Though the data in our disposal are numerous and diverse, learning from them is often challenging. This talk centers on two key challenges of learning, relating to the sample complexity (how many examples suffice) and computational complexity (how long does the computation take) of learning algorithms. In particular, we are going to consider two famous algorithms and ask what can they learn when given very few examples or a fraction of the computation time. The talk will then move on to consider why deep learning works so well for images and whether its success can be replicated for data whose inherent structure is captured by a graph.
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