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Motivation

Difficulty of comparing  new network embedding methods against the sota.

● Non-standard evaluations incomparable results
○ Networks
○ Methods
○ Method implementations
○ Hyperparameter tuning
○ Evaluation metrics          

● LP a complex task                    evaluation prone to errors, many evaluation choices
● Current NE frameworks limited LP evaluation capabilities, very restricted

○ OpenNE
○ GEM                       



Objectives

● Address the reproducibility crisis in the field of Network Embedding (NE) for Link Prediction (LP)

● Simplify evaluation of NE methods and comparison with sota

● Provide a unified benchmarking framework
○ Flexible enough to adapt to existing evaluation settings
○ Flexible to incorporate any method and data
○ Minimize the likelihood of evaluation errors
○ With justified recommendations of the most adequate evaluation pipelines



Network Embedding (NE)

● A mapping of network nodes to d-dimensional 

vector representations

● The representation learned can be used as 

features for a variety of standard ML tasks (e.g. 

clustering, classification, etc.)

● Constitute a way of bringing all the power of 

standard ML to graphs 

● Node embeddings and/or edge embeddings



Network Embedding (NE)

● Formally, a network embedding is a mapping Φ : 

V→ R|V|×d where d << |V|. This mapping Φ defines 

the latent representation (or embedding) of each 

node v ∈ V. 

● Categories of NE methods
○ Matrix factorization (e.g. LapEig, MatFact)
○ Random walks (e.g. DeepWalk, Node2vec)
○ Deep learning (e.g. SDNE, BINE)

● Learning embeddings:
1. Proximity measure defined on the graph
2. Similarity in the embedding space
3. Cost function



Network Embedding Evaluation

The quality of the embeddings provided by NE methods is generally assessed through the following tasks:

● Multi-label classification

● Clustering

● Visualization

● Link prediction



Network Embedding Evaluation

The quality of the embeddings provided by NE methods is generally assessed through the following tasks:

● Multi-label classification

● Clustering

● Visualization

● Link prediction

Only node embedding , embed complete network and evaluate

Edge embedding, evaluation requires embedding of a subgraph 
of the original network or snapshot of the network in time



Link Prediction (LP)

● Estimate the likelihood of the existence of edges 

between pairs of nodes

● Binary classification with positive and negative 

examples (both true edges and non-edges required 

for evaluation)
○ Split the network edges in a set of train edges and a 

set of test edges (snapshots of the network in time can 
be used for train/test)

○ Generate sets of false edges or non-edges
○ Train the binary classifier with a set of train edges and 

train non-edges
○ Evaluate performance on the test edges



Evaluating NE methods on LP
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Evaluating NE methods on LP

Evaluation choices:

● Network preprocessing
○ Restrict graph to main cc
○ Relabel nodes

● Train/test fraction
○ Common values 30-90

● Non-edge sampling
○ Open-world 
○ Closed-world

● Train/Test edge selection
○ Naive slow approaches



Evaluating NE methods on LP

Evaluation choices:

● Node to edge embedding

● LP heuristics

● Binary classifiers

● Evaluation metrics
○ Commonly AUROC, prec@k, prec-recall



EvalNE

● CLI tool and API

● Open-source (https://github.com/Dru-Mara/EvalNE)

● Cross-platform

● Complete documentation (https://evalne.readthedocs.io/en/latest/)

● Easy to use (no coding required)

https://github.com/Dru-Mara/EvalNE
https://evalne.readthedocs.io/en/latest/


Main Features

● Highly flexible evaluation pipelines (described in conf. files)         Alg. 1: Train/Test edge selection
● Automated method evaluation

● Automated hyper-parameter tuning
● Simple addition of new methods

● Language-independent evaluation

● Efficient train/test edge split algorithm
● Many evaluation criteria

● Main node-to-edge embedding methods



Toolbox Use

Through CLI:

● Fill configuration file

● Run: 
○ foo@bar:~$ python evalne conf.ini



Toolbox Use

Through CLI:



Toolbox Use

As an API:



Toolbox Use



Experimental Results

Replicating the Node2vec [1] LP evaluation:

● Table presents original values for LP.

● In parenthesis (our - original) results.

Issues:

● Missing details in experimental setup

● Class probabilities vs class labels

● Method implementations used



Experimental Results

Replicating the CNE [2] LP evaluation:

Issues:

● Performance degradation from parallelization (Metapath2vec)



Experimental Results

Replicating the PRUNE [3] LP evaluation:

Issues:

● Missing details in experimental setup

● No open-source implementation of one of the baselines (NRCL)



Experimental Results

Difference in performance between two popular implementations of NE methods (OpenNE and original)



Experimental Results

Scalability of the edge set selection method and comparison with the naive approach:



Future Work

● Integrate embedding visualization.

● Include multi-label classification evaluation.

● Design a flexible GUI capable of 

auto-generating configuration files.

● Include Wilson’s  loop-erased random walk 

algorithm for selecting a spanning tree 

uniformly at random. 
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Thanks!

Questions



Experimental Results

Replicating the SDNE [4] LP evaluation:

Issues:

● Missing details in experimental setup

● The authors used all graph non-edges to compute prec@k. We approximated this values.


