
Sipser chapter 7
Time complexity
-

Definition Let M be a DTM which halts on all

inputs ( a decider ) .

The running time or time complexity

of M is the function f : IN→ IN ,

where

flu ) is the maximum number of steps that m
take on

any input of length
n
.

Definitional let f , g :
IN → 1kt be functions

we say that flute 0 (g@g) if
then exist

C
, no c- 74 such that Vn > no : flu Is c.gin )

Definitions let fig c- IN → Rt

we say that flu) E o (gel ) if Un;mootg¥, - 0
That is

,
for every c >other exist no -- nolo )

set

In > no f@is cgcn )

Definitional let t : IN -21kt be a function

The time complexity class TIME ( th ) )
is

the collection of all language, that
are

decidable in time Olt@ 1) by a
DTM



Important we are only dealing with
decision

-

problems ; that is ,

given
we does we L ?

( where L is a given language )

Remark
-

If a problem has both an optimization
and a decision

version ,
then the complexity of then

two are closely

related .

Spt : Given a
connected edge -weighted graph

G -- CV ,
E

,
w )

K and a natural number
K

Does G have a spawning tree
T s .t WIT ) Ek

?

MST : Gwen a connected edge
-weighted graph G -- ( V,E ,

w)

Find a minimum weight spanning
tree T

" of 6

(wt 'll E WEI tf spanning
freeT )

Gwen G -LYE ,
w) and KEIN we

can
decide whether

LG ,
K> E SpThr by solving

MST for LG>

and compare
WIT't ) to k

LG ,
K ) EspThe ⇐ s wCH ) E K

Cohn T
*
is a MST of 6 Wrt

w
.



Conversely
,
if A is an algorithm for Spth , then we

can solve MST for G as follows :

K -- I Spt , .

÷

K - 2 Spt ÷

(

( & .

I tf

k -2
" ' sptzr - i ÷

a

K --I spt, +
I → find both

via

binary search
on the

*

interval far
- l

,
zrg

So making 0 ( log
K ) calls to A we can solve

the optimization version

This is a general result
:

If A is an algorithm fo - solving
the

decision version
of a problem L

with

parameter K ,

then we can
solve the

optimization version
for L via

O Clos calls to A where k
't

is the value of the optimal solution

to the optimization version



Recall from Tuning machine theory :

theorem
Let tcn ) be any function

with tlnlzn .

Then every Eln )
- time multi tapeTm m has

an equivalent Oct@ s ) - time single tape
TM

Definitional
Let M be a NDTM

which is a
decider .

The running time of M
is the function f

: IN-in
,

where flu ) is the maximum
number of steps that

M uns on any
branch of its computation

on any

input of length n

NDTM ( decider )
DTM

- - -
-

- - -

q
fl n

T % that I
go Hutt for fan )foll i r tf d

l
'

t t r b I
e- - t

.

t t t
.
.
. .
-

t
-

A A R



Recall from chapter 3 :

Theorem7.lt let tCn ) be a function
with tln.I.sn

Then every tin )
- time NDTM has an equivalent

20441 time single tape TM

ALL resonate
deterministic computational

models

are polynomial ly equivalent .

That is
, any

of them can simulate each
of the

other ) with only a potyuonial
increase in running

time

we will focus on aspects of
time - complexity that are

unaffected by polynomial differences
in winning time

our aim is to present fundamental properties
of

computation ,

rather than properties of Twins
machine,

Definition
BB = µ TIME (

nh)

i. e IMP is the class of languages
which are

decidable in polynomial time



Notes
-

I
.

P is invariant fo - all models of computation

that are polynomially equivalent
to the

deterministic sins 4 tape
TM

2 . P n class of decision problems
that are

realistically solvable
on a

computer

( for all instance , )

Encodinsofpndkny ( denoted
L - - - 7 )

we avoid Unang encoding
10 ~ 1111111111

as this is exponentially
larger than any

coding

such as ban k for any
keel

( e.g 1000 uns only to bits in ban 2)

Codinsgaphs SG >

I
.

list of vertices
and edges + possible

coots in binary

2 . Adjacency matrix
nxn matrix n - NIGH

with entry j ) = ly l if ije
ECG)

o otterwin

possibly with wot Crj in binary
instead of I



Examples of problems in P
-

I . Speth from previous
slide

2. PATH = 156 ,
sit> I G is a digraph ,

sit EVCG) and

7- (sit) -path in G
)

Sonnino PATHE P

3. MEMBERSHIP
OF CFL =3 SG>Cw> / G

CFG and

WE LG )
{

Given w E
and G on CFG in Chomsky normal form

we know s w ⇐ then is a derivation
with

21Wh - l steps

method l : try all derivations
of length 21Wh - l .

Not polynomial in Iwl
as we have up to

112611 possible rules in
each step

( if we have atleast
2in each step ,

then it take,

N (2h
" ) sty ,

s ⇒ Aim⇒ A.A'its ⇒ A
, AAA'sAi



Methods : Dynamic programming
if we accept iff S -se is in R

Iwl>o : W - a
, 92

- - -an n - Iwl ai C-I

construct nxn matrix T when we will

have Tig. =3 Al A-⇒ aiaier.gl
after the computation

A variable in 6

initially Tie. = LA IA→ ai ERI

idea : if A-→ BC and B⇒ ai . -aj
c⇒ age , - - ap

solution
then add A to Tip
-

:

For c-Elton
Forjeitc to

n

Tig ←0
For ie l ton

Tide GAIA → aiERI

For re l tou - l

For ie I to n - r

For kei to it
r- I

For each rule
A -213C :

if BETI
,
hand CEThu

,
it r

then Ti
,
ieretiiietohtl

If SET , ,n accept ; else reject



holes

1 2 34 5 1 2 34 5
l K l K X

L K ¢ 2 K K
rel

3 *
z * *

y k
y K K

5 *
5 ¥

1 2 34 5 1 2 34 5
I K K K i * * & *

2 K X X A- 2
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y K K
y
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More difficult problems :

-

• HAM PATH = 126 , sit> I G is a digraph ,
STEVE )

and G has an⑤ti - path P

s
.
t VCD - v@ I

/
(very ) difficult , but easy

if we can guess :

Given an orchitis s - V
,
if , - - - , on

- f it is

easy to check
whether room , is an

arc for it ,2 . - n- I

•
CLIQUE = f LG ,

k> / G is a graph
that has

1£17!
"k subgraph with /

@

clique of size
5

* Easy if we can guess
vertices 04,92 ,

.
-

, 0in

( just check
that vipriqe ECG

) V-ptfp.EE LID

such ant is called a certificate for
U

(G , h> E CLIQUE l proof I



Remark on CLIQUE :

If we just have G and k then

(essentially ) no better
method is known

than trying all (1) E O( nM possible

subsets of size k

Remark on HAM PATH :

Here we could try
all @- 2) ! permutations

of VCG) - I Sitt .

Definition 7.18
-

A verifier for a language L is an algorithm

AL such that L-hwlt.stngsgw.gg Avast
,I

The running time of AL is
meatand in terms of n-- Iwl

AL is a polynomial verifier if
it has running time Of nh)

The string c=C@ ) is a certificate for WEL

Note that he@HE running
time of AL



Definition 7.19 NP =3 L l L has a polynomial
- verifier )

N DTM for HAM PATH :

I
.

Guess n numbers in in - - -

, in with c'j ELT ,
n)

2 .

Check for repetitious lip -
- if ,
pts )

if a repetition is found reject
.

3
.

check whether s -
- Vi

,

and t - Vin

if notreject

4 check whether Vi poop, ,
is an arc to -

pi IR ,
-
- n - l

If ye , accept

Eln reject

Theooem7.to
LE NP ⇐ L is decided by a

NDTM



Proof : let LE NP and let Albea verifier for
L

-

sit AL runs in time at most dnk for some constant
d

on in pot of length n .

N DTM : on input w ,

n - Iwl

1 . select non
-
deterministically a string c

s.tk/Ednk

2 .
Run AL on Cw ,

c>

3. Accept if AL
accepts elm reject

Conversely Suppon L is
decided by a NDTM

.
M

construct Am : on input civic>

I . Simulate M
on Cw> using a>

to guide which
branch to take

(as in proof of Thun
3.16 )

2 . If this branch of
M's computation

results in M accepting w ,
then

Au accepts Cw .

otherwin Am rejects Cw,
c)

Now Ic set . Am accepts Cw ,
⇐ M accepts Lw>



PE N P
-

e let LEP and let M ,
be a

polynomial decider
for Me

<w>
→accept⇐ we L

→
→ reject⇐ WEL

M
L

• Build V
,
as follows

-accept

-reject
⇐ Mr

VL

VL is a verifier for L since it will accept

hw
,
c> for some cc> if

and only if

we L ( in which can Vcaaqqsntgwcc
>fr )



NTIME ( ti i) - { LIL is decided by an
Oct@D - time NDTM

)

corollary7.sn#NP--nUNTIMElnk )

Summary
'

-

P - { LIL can be decided fast }

NP =L LIL can be verified fast}

open : P -- NP ?

know NPEEXPTIME = µ TIME (
2K )


