
Approximation Algorithms ( Corman
35 )
-

Now we focus on optimization problems e.s

• Given G - LYE )

Find a vertex
cover U of 6

with 141 minimum

• Given G - (V ,
E)

Find a longest cycle

e Given G - (V ,
E)

Find a maximum
clique

. Given a 3- SAT formula of
over

variable , X,
.

. .
- X
.

Find a truth
assignment which

satisfies the

- (MAX - 3-SAT )
maximum # of Clann , of of

•
Gwen a complete graph

kn with a
Coot function on

it edsrs

Find a TSP tour of minimum
cost

•
Given a ht S = Ix , .kz .

- ful of integers

and TEK

Find aoubnt s 's S which minimizes

t - Zxi while Exist
XIES' XiES

'



Oorgoalis Find
,
inpour , a solution C

such that C is
'

close
' to C* when is the value

of an optimal solution

we think of C as
both a solution and

its value

An algorithm A for a problem P
ha ,

a:::÷Y÷:
" if m*I¥E

For a minimization problem we
have Cz c

"

so we want ÷ sgcn )

For a maximization problem we have C E C
"

so we want ¥ sglu )

Example 1 Vertex cover
-

we will show a very simple
2- approximation

algorithm ,

that is # ez independent otn



Basic observation
or every vertex cover X of Gand
-

* 1 For each edge UVEE lXnbuNllZl

Algorithm A :

X ← 6. E'EE

while E' to
pick UVEE

' arbitrarily

Xexohuvh
delete all edges incident

with uorvfwmt
'

Return X
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why is it a 2- approximation algorithm
?

- look at the special edge, uivi
that we extract from E

'

• They form a matching
: hui.ve/n3ug.vjl=Xwheni-tj

Uc Uz Uk

% ! .

- - if 1×1--22

V
, VL Vu

° By ⇐ I 1kHz k
when X is a minimum

oak- cover

• Hence YI*yE2

The algorithm A runs in polynomial
time

in n -- NI ,
m - let

Hemu A is a 2- approximation als for

vertex cover



TSPw.thD-inequo.hr#
A Tsp instance Lkqc) satisfies

the

A - inequality ifcijscihtcujfi.jiec-VIK.lk
①

j
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c. oij j *

Idea : find a minimum spanning
tree T

of (Kap) and un
this to construct

a
harm things ch H

sit CHU
⇒ f-

2

when H' is an optimal (www.t/TsPtoo0bnrvatiosttcCT*)EClH*/
•
recall that CijZo Vij . -

E
. .

. If we delete an edge
of H

"
we set a hard

spanning free
T
'

of kn so CCTYZCTCI Hee

. Hence cc# tech
' )ZCCT*) O

.



Double walk of a spanning
free

÷

÷i÷ :
canaan

(

d
e S w = abcbdbesafgfa

T W

short cutting a double walk
:

-

keep only first occurrence of
an
internal vertex

on
walk

W -
- abcbdbebafgfa→ abcbldyebfcffgffa =

abcdefsa

H

• It

.
0

,

o
@

It is a hamilton cycle and

obwvat-2c.CH/Eclw )

This follow , from the
d- inequality

%7Tµ
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A
'

: input here )
output It with CCH) E2clH* )

I
.

Construct a minimum spanning
treeT
"

2 . Form the double
walk W of T*

3
.

Shortcut w to sham Hough H

y .

Return A
observation 't

observation
2
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-
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so
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Theory TSP is Npceecn it inpot costs

satisfy the D - inequality

proof

;o
Cine ) n -

Nl

• cijsciutcujki.jp go
D - inequality holds

• pyknic ) has a
nham ,

Hon cycle of cost n

✓
G ha , a hamiltonian cycle

so Hamilton cycle Ep Tsp
with

D - neg



Did we really need the B - inequality ?

Theorem unless P - NP then is no gcn ) - approximation
-

algorithm for general TSP ( no assumption
, or

coots )

for any function Glu )

PIT : Sopp on E is a polynomial
algorithm which slum

④n ,
C ) with cijzo

Vij finds a
hamilton cycle H

s
.

t CCH)

Ift )
Sdn )

.

Let G Sea , instance of
Hamilton cycle and define@n.c )

to
with n=IV⑥" :

G.knee
If G has a hamilton cycle

then CCH't ) - n

Every hamilton cycle of ku
which un , atleast one blue

edge

°

ha , cost at
least @ - 1) tgCn3ntle@cnHl7.n

- gluten

- E is an gcntapxal , so cut) -
n must hold it G

has a hamilton cycle as
a- 94 )

• Theo e solve , Ham cycle in polynomial
time

⇒ P - NP


