
(ormen section 35.3
-

set cover Problem :

Input ( X if ) when X is a fin hat
-

and f is a family of sosntsot
X

output: Asos family F'Ef sit . gUeyf=X
and If 't is minimized

Example
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Optimization version of vertex
cover is a special can of set cover

Gwen G - CV ,
E ) construct

instance (X
,
f) of rot aver

X = E
,
f- hsrloevl where sr

Decisission version of Vertex cover
is NPC so the

decision version of
set cover input (X ,

I
,
K )

Question : is this
a
solution f

'[

with If
' lek)

is NP - complete

Greedysrtcor: (algorithm
A )

Ze Xi F'eat
while 2*0

pick SEF s -
E 15h21 is maximised

ZEIS

F'← F' 451
end

assumption U S = X

Sef

Greedy at cover finds a
solution

How good is it ?
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Sz Sy S5

The algorithm A und Ents so not optimum

theorem The Greedy set cover
algorithm is an

H ( 1H) - approximation also
nthm

Recall input is ( X if )

and H1n1 . to



Proof :
Idea : each sets , C- f

'
contributes one to If 't

distribute this over the new
elements covered by Si :

let f
'

-

- IS , ,Sz ,
- -

- Sif 'll
be the output from the algorithm ,

when Si

is chona in step i .

For each XEX

let Si be the first
set in F' which contains x

and assign X the weight C×=
I
Isil (Siu ..

.us l

l sills ,o . .
.us I = # elements

covered for the first time by Si
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• ÷.
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Now

④ If
'
I = x E g-Z.pe?egcxf*oplimdsol

claim
x E Hflsl ) tf Sef

Suppon this is
true

.

Then ④ I becomes

' F' I ' Epe ?.ir ' Epitasis
± E.g.Hlm:#

' s ' )

E E HUH )
Sef

't

= I Fel HUH )

Showins that Greedy set cover
is a HCl Xl ) - apx also

nthm



claim

E. scars Hflsl ) tf Sef

Pret : Look at a fixed (arbitrary ) SEF

and let k be such
that SIS ,

o . - o Sky

but SES ,
o . . - usk

let u; =/ SIS ,
u . - usi I for ion ,

.
- - k

so Ui is #
elements of S still uncovered

after we have taken Si
,
Sz . - Si

Uo - ISI and uh - O

clearly Ui, > Ui for i - 1,2 ,
. - K

and Ui- i -Ui element , of S are covered

for the first time by Si
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Now

Iggy = Hit -Ui) .

by @ ,k

E 2- ( air -ai ) .

1-
it lsllsia.osi.it/

K
- uit -Ui

= Z -
it Ui- I b

Note that for bea Hel - He , = Exit 's (b -a) . I
k

"

Isar s
.

ui.in?ie2-ftluiiI-HEilli--
I

=
Halo) - Hwa) Uu=o

The ' Eescxsttflxllpwnu ,
It!!'

- H "

NII (not in book )

Unless P - NP we cannot find a better approximation

algorithm for ht cover (upto
constants )

so apt - factor
is d. ( loser ) n -- IH



( ormen section 35.4
-

Recall the notion of an indicator random variable

tan .- h ! if :& :
A race apwxi

nation algorithm A is a

g - approximation algorithm
if max (¥ ,

leg

when C is the e±pku of the

solution found by A

Max-3-SA
Input A 3- SAT

instance f- Gagen . . .
acm over

variables Xi , Xn,
- .

-

,
Xu

Goat : Find a truth assignment p
: ht , is . - int

→ 5TH
"

which maximize, # satisfied
damn ,

II we could solve Max -3- SAT by a polynomial als
B

THENI we could
decide 3-SAT in polynomial him

so P - NP would hold



Randomization :

For d : =L to n

assign Xi value T
with probability 92

F - l l - -

let the random variable X denote the # of

satisfied dawn , by A

Then X = X ,
that . -t Xm

,

when

X , = f
l if Ci is satisfied by

A

o
elm

pr (Xist ) = I - pr ( Xi -
o ) = I - ⑤

'
= Zz

E ( Xi) =p . Hi- D - I

G- E CH - E II.Xi l -- EEE Gil ;EE - tf

Hence
s Feng -- ¥ so

A is a randomized ¥ -approvals for Max-HAT



Weishtedverkxcoverc
even G- ( V ,

E ) and w : V -2114

Find vertex cover U
't s.tw/U*)EwlU)

for all vertex cows ( hen wlx ) - Zafar ) )
NP version :

Gwen G - CV , E )
,

w : V- s IR + and
KE 1kt

decide if I VC U sit will) E K

This is NP-complete as Vertex cover Ep this

(take Wei - I toe V )
Formulate weighted VC as a o - I iakgu prog problem

variables Xlv) : Ho) - c ⇐ vis in U

condition Xlultxlo) El fave E

objective win Exel wa )
GeV



ZI.- opt = min Xlv ) who )

XCU) t Xlv) II Have E

X @ I C- 40,11 tu EV

(P- relaxation

Zap = min 2- X@ I wlv )

@ I Xlultxcv
) 21 fave

E

O EX@IE l fue V

Z
Lp EZI = opt

LP - relaxation can
be solved in polynomial time

Approximation algorithm
B fo - wished

Vc :

I
. Solve LP - relaxation and let F-

- (Eru )oev

be an optimal aol to this

2
.

let Us hot Ewe II
3
.
Retain U

U is a vertex cover a ) E Sakshi
, @ I



Claim w (UI E 2. opt - ZIL

Prout opts Zp = IT@Iww )
REV

Z 2- Icu ) war)

hottest)

Z E E.war)

hotter# I

- II. aww ) = Iwm )

⇒ WINE 2. opt


