
propooitio-W.SI If ✗ is a separator of G and

C- w@× ) ≤ t then
tw(G) ≤ C- +1×1

poet :
let GK. IIEI , ,T , ) _ .

. (Hili c- India)

be free _ decompositions of
the connected

components G
, ,G< ,

. _

,
Gu of G- ✗

• add the
vertices of ✗

to all

bags in then
k tree - decomposition

,

and join T , ,
I - - Ta :

new edges

8-8--0-5
''t

00
T
,

Th Tay Th

The largest bag in / ✗
'

i lie Ip .
- uIu }

has size 1×1 + t when 1- is the maximum
width

of the kt.cl . above .



i÷÷:÷÷:÷:÷÷
tw (G) ≤ k is NP-complete

we know the we
can find tw(G)

in pot . time

when 6 is chordal
as tw (G) =

WCG) -1

and we can construct
an optimal tree

- chump in pot
time :

This follows from the proof
of it⇒ Ciii ) in

Theorem 4.8 of Golomsic chapter
4

T¥ Cbodlaendv 1996 ) Then is an algorithm ronnies in

time Off@I lntm) ) for
construction an optimal E-dot

given 6 when k is fixed

foil grows very fast %

Inpmchiewejustnudaheunitictofiudat-d.io/-Gwith width Chon to tw(G) or
at least

widthatmostctwcoltoroomccons.tn#
7- 4- approximation algorithm

for tree-width
which was in

time

0 ( ctwl
" ) for some constant

c. so
it is exponential in

two /



General approach for finding a good
tree-chump :

t.lfcoischordalyunthealsonthmthatfolk.wsfrom the proof of

Tbm 4.8 in Golomb :c

2. If 6=14E) is not
chordal we try

to make it chordal by
adding a small

set of new edges
E
'
so that

G' = (V , EOE
' ) is chordal

and then

proceed a) in
1
.

Here we and the important property
that

tw ( H ) ≥ Ew (11-1) for every
subgraph ( induced

or not/

It
'

◦ t H :

if @ ✗ if i c-II.T ) is a
tree -decoy to - It

then Cixi lie II.T ) is a
tree -dewmpto.lt

'

when ✗ i' = ✗ in VCH't



It : we don't need an optimal t.cl of 6

In order for the algorithm ,
we shall see to

work .

It is only the numbs
time which gets worn

i

the width of
our decomposition is larger

( running time grows exponentially
with the width )

-

( just a few
remarks )

Planar Graphs

a graph 6 is outer planar if
it has a planar

embedding in
which every

vertex is adjacent to
the

outer face ←
-•

\
all outer planar 6

•
an hamiltonian

e r - outer planar :

• I - outer planar =
outer planar

•
For r> I G minus

vertices on outer cycle

is @ 11 -outer planar

•

2-outer planar

I



Known fact :

For a planar graph 6 ,

the sinof a

minimum vertex cover
,

the sin of a minimum

dominating net and
twlG) are linearly

related

[✗ ≤✓⑥ I is a dominatrix
at if each

verhxuev-✗

is adjacent to ✗ ]

Thwremlo.LI let G be a planar graph

If G has a vertex
cover or

a
dominating nt

of size K
then tw (G) C- 0 (

Nk)

This is best possible in
terms of the exponent

:

For the kxh
- grid we saw

that the

tree - width is
k while we clearly

have that

Mn VC and why
dom .

sit on both of

size 01h4



lo.4Dynamicpwsrammingforvertexcovcrthe.at
gon
thin below finds an optimal vertex cover of

6

no matter which tree
-decomposition of 6 we

un.

It is only the running
time which depends on

the width

of the tree
-decomposition we use .

Thewnninstine◦tthealsonthmdepmd#exponentially on the
width of the decompositionbf.Y-iafgf-hijiy.is?YthealsonHmworwsfimei#

Theoremt-0.lt Given 6=14 E) and a tree
- decomposition

( } ✗i lieI } ,T ) of 6
which has width w

,
we

can find an optimal vertex
cover in time 0 (2%11-1)

prat:
central fact : There

at at moot 2
'✗it
possible

vers of 6 [✗ is for each bas ✗i

8=1: combine then vertex
cover> (efficiently

! ) via T



ForeachxiweassociakatableA.tt
;
has 2

"
rows when ni-IX.cl

Then vows corresponds to all
the different

oubnb.tl/iXi--hxi.i-iu--XinilY';iEIii-.-.?Yi-
The j

'
th now corresponds to 2 o o o

- - I 0

the jlthsusnt Xii of ✗ i→ j { ◦ ◦ ◦
- -

- l '

: : : : :

For each wwj wealso
associate

2% / I 1 1 - - - -

I 1

a number Milli ) when

fmilxil-miuhlVYIVK-visavertexavwol-G-andvhxi-X.li
So mill ! ) is the size of a smallest

VC ◦ 1- 6

whon intersection with Xi
is precisely ✗§ .

Clearly if ✗ it is not a vertex cover of

GEX ;]
,
then then is no such V

'
above and

hence we set milk! ) = 00



Stef table initialization ( setting values of mjlcil 's )

For every i c-I and every
row jot Ai :

milk.it : = § Hii
/ if Xiii > avcot GE⇒

do otherwin

Note that once an
' ao

'

appears
this subnet can never

be and

Dynamic programming

method : process decomposition tree ( 4k. lieI} ,T )

from leaves toward the
not ( not 1- arbitrarily )

with updating data for Xi
via a child Xj :

Rename such that ✗ c.
= } -4,22 , - - 13.4.04 - - Util !

✗ j -74,22 ,
- -2s , Kiki - -Utjl

where ✗ inXj -- 47,3 . -2s }

Consider a mapping C : Z→ 30,1 } and say
that

a mapping Cp from ✗ i
or Xj to 4,11 )

agrees
with C

On 2 if Cpcw ) = Ccw)
V-WEZ

In terms of subsets : the subnet ✗{ of Xi agrees with the

subnt 21 of 2 if and only if ✗En 2=2
'



tfsubnt 21 ≤z :

lfsusnt ✗I ≤✗is .t ✗ in2--2
'

mill:) : = milk:) -1min / mjlx;-) / ×;%2=2
' / -124

☐ =
vertical ¥ -✗i

✗ i
• = ✗Enz
= Z

'
z
'
= •

=✗j%Z
☐ =

vertices of •

✗it-Xi
xj

We count red
vertices twice in milk

" / em,Hit

so we
subtract 1211

Notes :
•
We can un bet vector

to keep track

of subnts of Xi ,✗ j
and Z

• we can save a pointer to throw 9- of Aj
which sure the minimum above



When Xi has children ✗j , ,
Xjz , - - Xje

we update Ai against
each of

Aj
,

,
Aj
,

- - Aje successively :

0%
Hat#

00--0
✗ j

,

✗ j ,
✗je

step 2 continues until
the

root has been complete updated



steps constructing a minimum vertex cover

The size of a minimum
vertex cover

can be found from
min / Mr /✗↑ ) / a row of Art

where ✗ r is
the root bas of T

We can construct a
minimum Vc V' as follows

• start benttins V !=✗r
"

who row a
◦ t Ar

gave
the minimum above

• Using the pointers which show
which cover

for each child cannot
an update of Mr (✗F)

we can collect all
vertices of ✓

'
that are in

the children of ✗ r

◦ continuing downwards
in the tree we

collect

all ◦ 1- V
'

' '
'

! ! !
-
"
wat"

/ I 1
1)

from
chillin

new
vertices

⑦ ① 0 ⑦ ①-
further

I

tnmhm
①

inv
'

no new



Correctness

a) As ✓ = Uxi every vertex of
G has been

c. C-I

considered for inclusion
in V

'

b) Vee E we
have e c- Xi for some i so every

edge is covered as we only deal
with subnet

✗ IP of ✗ i for
which milk! ) < co

c) By the consistency property ,

the bags ◦ 1- T
which

contain a vertex v form
a subtree Trott

and via the
moths of Tin r we get

a unique

i

rooting ◦ 1- To ⑤ Xr '

Hence o is in v
'

precisely £
when 0 c- ✗¥ where this ¥
was the row of Ari

lend

to update the parent
of Xr '

By step 2 the
value of Mri (✗F) is updated

precisely from
thonsubnts of the children ◦ t ✗ ri

which contain 0 So o ends up
in V1

only if
it is in all the updahhssubnb ◦ 1- To



Ruminating
Updating Ai via Aj

:

First find 2- ✗ inXj and
sort elementof Xi ,Xj

such that ✗ i. = 421,22 . -2s IT is .
-%) 2--32 , , - -12s /

✗j = 47,22 . -2s , Urien . - -1%1

By lexicographic sorting
we can

order Ai and Aj
such that

all vows with all rows withAj : 01101101 this prefix Aj : 01101101 this prefix

Go through Ai from now 1 to now 21%1

For each set of rows whom prefix
is the

same subset 2
' of Z

Go throws the vows of Aj whoa 2- prefix
correspond to 2

' and find best subnet (now )

✗jet (the one with the lowest mjlxjt )

For every subset Crowl ✗ ↑ of ✗ i. with
prefix 21 set milk? )= milk )+m,(✗F) -124



This takes time 012% ) :

• We can un sorting to arrange Ai andAj

as we wanted them
in time 012% )

as 1%1,1Xjl ≤ w-11 and tail = 21%1 1A
,
1=21%1

• After sorting we just visit
each row of Ai , Aj

once to collect first ✗jet and then update

Mi (✗ IP ) to- all p such that X.fr 2--11%2 .

T ha , III - ledge, so
the total time is 0 (2%11--1)

☐ .


