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Dantzig-Wolfe Decompos

Resume

Modelling in IP and CP

Global constraints

@ Local consistency notions

Filtering algorithms for global constraints
o Search

@ Symmetries

o Set variables

o Integrated/Advanced Approaches:

e Branch and price

e Logic-based Benders decomposition

@ Scheduling



Tractable Structures

Binary constraints ~ constraint graph

@ Independent subproblems
connected components

o Tree-networks
directed arc coinsistency enforced in linear time

o Reduce graphs to trees

e cutset conditioning (cycle cutset, NP-hard problem)
o tree decomposition (min tree width NP-hard problem)

Possible extensions to hypergraphs



O u tI i n e Dantzig-Wolfe Decompos

1. Dantzig-Wolfe Decomposition
Delayed Column Generation



Dantzig-Wolfe Decompos

Hybridization schemes

CP and IP hybridization schemes:
@ relaxations

(eg, bound filterning in linear constraints and guiding search in soft
constraints)

o decomposition approaches:

e Branch and price

o Benders-based decompiosition



Dantzig-Wolfe Decompos

Dantzig-Wolfe Decomposition

Motivation: Large difficult IP models
= split them up into smaller pieces

Applications
@ Cutting Stock problems

@ Multicommodity Flow problems

Facility Location problems

(]

Capacitated Multi-item Lot-sizing problem

(]

@ Air-crew and Manpower Scheduling

Vehicle Routing Problems

(4]

(]

Scheduling

Leads to methods also known as:

o Branch-and-price (column generation + branch and bound)

@ Branch-price-and-cut (column generation + branch and bound + cutting
planes)
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Dantzig-Wolfe Decomposition
The problem is split into a master problem and a subproblem

+ Tighter bounds

+ Better control of subproblem

— Model may become (very) large

Delayed column generation
Write up the decomposed model gradually as needed

o Generate a few solutions to the subproblems
@ Solve the master problem to LP-optimality

o Use the dual information to find most promising solutions to the
subproblem

o Extend the master problem with the new subproblem solutions.



Motivation: Cutting stock problem

o Infinite number of raw stocks, having length L.

e Cut m piece types i, each having width w; and demand
i

e Satisfy demands using least possible raw stocks.

Example:
ew =5 b =7 |
ewr=3b=3 ==

e Raw length L = 22
[

Some possible cuts

W




Formulation 1

minimize g + > + uy + vy + s
subject to Sxj;+ 3w < 22w

Sxa1 + 3x0 < 221
5x31 + 3x30 < 223
Sxq1+ 3x40 < 2214
Sxs51 + 3xs50 < 22u5

X114+ X214+ x31 F x40+ x5 > 7
xiztantantxntrn >3

uj€{0,1}
Xij EZ+

LP-relaxation gives solution value z = 2 with

w=uy=1,x =2.6,x1p=3,x2 =44

Block structure

min W
st B

I
S+ 300 =22,

+a a1

+rz +raz +laz
Sz 4 3rm =22

St 3z

-2,

+an
+n

Sra + 3
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Formulation 2

The matrix A contains all different cutting patterns
All (undominated) patterns:

Problem
minimize A+ A + A+ Ay + As

subject to 44 + 0As + 1A+ 24, + 325 > 7
Oh1+ 72 + Sha+4hy + 25 > 3

?\.f S Z+
LP-relaxation gives solution value z = 2,125 with

A =1.375,4 =075

Due to integer property a lower bound is [2.125] = 3.
Optimal solution value is z* = 3.

Round up LP-solution getting heuristic solution zy = 3.



Decomposition
If model has “block” structure

max clx! + 2 4+ ...+ K

st. Alx! 4 A% 44 AKK
D! + Sdl
+ D < ds
<
DfxE < d
L egn 2 ) K x”[\’_ «
X €Z) x€eZ: ... x“eZf

Lagrangian relaxation

Objective becomes

PR I V- SPRI v

“h (A AT+ AR )
Decomposed into
maxc'x! — Al + 2% — AA%P KK - MAKX K+ b

s.t. D'x'  + <d,
+ D3 < dz
< i
DX <d
X ez Ler? ... JKemk

Model is separable



Dantzig-Wolfe decomposition

If model has “block”™ structure

max cx' + A& 4+ ...+ Ki
st Al + A% 44+ AR =
D'x! —+ <d,
+ D2 < d»
<
DKxK < dy
ez Per? ... HKeZ¥
Describe each set X, k= 1,...,K
max clxl + oA 4+ K
st Alxt 4+ AW L+ ARKR =)
x'eX‘ X’ e Xx? *exk

where X* = [ € Z} : D" < dy}

Assurming that X* has finite number of points {x**1 1 € T,
FeRm: xf= Yien, ?L;-,,xk”,

Xt = Zre'{;\.hk,x =1,
lk,! € {01 1 }J € TL



Dantzig-Wolfe decomposition

Substituting X* in original model getting Master Problem

maxc' (Y A x™)+ () M)+ + K (Y M)

Ty €T €Ty

sto ANY M) +AL(Y M)+ AR (Y A ) =b

e tels el
Zlk,!.:] )‘(:],...,K
=

Ay € {0,1}, te k=1,...,K



Strength of linear master model

Solving LP-relaxation of master problem, is equivalent to

(Wolsey Prop 11.1)

max clx! + 2’ +...+ xk

s.t. Ayt + AW 44+ AN =b
xeconv(X!) xPeconv(X?) ... x*econv(XF)

Proof: Consider LP-relaxation

maxc! (Z Mx )+ Z Ao .+ e( Z A Xt

ten teTy =3
sto AYY M)+ A2(Y Do)+ +AK (Y D)=
tely el t€Tk
Zkk,z:] k:]r--:K
tETy
Aie 20, it k=1,...,K

Informally speaking we have
® joint constraint is solved to LP-optimality

e block constraints are solved to IP-optimality



Strength of Lagrangian relaxation

o 7" pe LP-solution value of master problem
o 72 be solution value of lagrangian dual problem

(Theorem 11.2)
LAPM _ LD

Proof: Lagrangian relaxing joint constraint in

max x4+ A+ 4+ FAE
st Alx! 4+ AW 44+ A =
D'x! + <d
+ szz S dg
< i
DEYE < dy

Herl PLezy .. KeZ¥
Using result next page

max clx! + i +...+ Kt
s.t. Alyx! + A% +o+ AR

x' econv(X') x*econv(X?) ... x*e€conv(X¥)

=b



Strength of Lagrangian Relaxation (section 10.2)

Integer Programming Problem

maximize cx
subjectto Ax <bh
Dx<d
X; €Ly, j=1,....n

Lagrange Relaxation, multipliers A > 0

maximize z;g(A) = cx—A(Dx—d)
subjectto Ax <b
Xj€Zy, j=1,...,n

for best multiplier A > 0

max{cx :Dx <d,xeconv(Ax < b,x € Z+)}
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Delayed Column Generation

Delayed column generation, linear master

@ Master problem can (and will) contain many columns
o To find bound, solve LP-relaxation of master

o Delayed column generation gradually writes up master

18



Delayed column generation, linear master

ew =5b6=17 I
ew,=3,bh=3 ||
e Raw length L = 22

Some possible cuts

ﬂil

| | |
In matrix form

\_/!

40123
A=lo75142
LP-problem
min cx
st. Ax=bh
x>0
where
e b= (7,3),

*x= (xlvxzaxihxﬁxm'")
®Cc= (]1111)]1 )"')'
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Reduced Costs

Simplex in matrix form

min {cx | Ax = b,x > 0}

A 0| |[x| _|b
c —1|{z| |0
e B={1,2,...,p} basic variables
e L =1{1,2,...,q} non-basis variables (will be set to lower bound = 0)

In matrix form:

@ (B, L) basis structure

@ XB,Xr,CB,CL
e B= [Al AQ,.... p] L= [Ap+1 Ap+2 .,Ap+q]

B L 0] [b
CBCL—lxzﬁio

20



Dantzig-Wolfe Decompos

XCZO

Bxz+lxy=b = xz+B 'lxx=B'h = .
x5 =B b

Simplex algorithm sets x; = 0 and x5 = B~ 'b (for Fundamental Theorem)
B invertible, hence rows linearly independent

The objective function is obtained by multiplying and subtracting constraints by
means of multipliers 7 (the dual variables)

P p+q
z= E ¢ — E miaij | Xj + E E miaij | Xj + E mibi
Jj=1 Jj=p+1

Each basic variable has cost null in the objective function
P
727‘(’,‘3,‘]:0 — 7T1871CB

Reduced costs of non-basic variables:
P
— Z iaij
i=1

21



Delayed column generation (example)

ew =55b=7 —]
ew,=3.m=3 I

e Raw length L = 22

Initially we choose only the trivial cutting patterns

- (12)

Solve LP-problem

min cx
st. Ax=b
x>0

40 x\_ (7
07 x /T3
with solution x; = % and x; = =

7.
The dual variables are y = CBA;' Le.

(- (



Small example (continued)
Find entering variable
1 2 3 ... % ]
5 4 2 .. Ly,
ox—yAv = (I-F l-F1-F )

We could also solve optimization problem

A

1
min 1— —X| — =X2
4 7
st Sx143x <22
x > 0,integer

which is equivalent to knapsack problem

1 |
max - =X3
X 4x1+7,rk
s.t. 5.2[1 +312 < 22
x > 0,integer

This problem has optimal solution x; =2, x> = 4.
Reduced cost of entering variable

1
|—2m—dem | — e —— <0
3 <



Small example (continued)

Add new cutting pattern to A getting

403
AI(O?Z)

Solve problem to LP-optimality, getting primal solution

5 3
X = §,){_z, = 5
and dual variables
1 1
= 4_,)’2 = 3

Note, we do not need to care about “leaving variable”
To find entering variable, solve
ma 1 . 1
X =X —-X2
TR
st Sx;+3x, <22
x > 0,integer

This problem has optimal solution x; = 4, x> =0.
Reduced cost of entering variable
1 4] O] =0
4 77

Terminate with x; = % X3 = é and z p = % =2.125.



Dantzig-Wolfe Decompos

Questions (same as for the simplex method)

o Will the process terminate?
Always improving objective value. Only a finite number of basis
solutions.

o Can we repeat the same pattern?

No, since the objective function is improved. We know the best solution
among existing columns. If we generate an already existing column, then
we will not improve the objective.

25



Branch-and-Price Dantzig-Wolfe Decompos

Terminology

Master Problem

(]

Restricted Master Problem

(]

(]

Subproblem or Pricing Problem

@ Branch and cut:
Branch-and-bound algorithm using cuts to strengthen bounds.

(]

Branch and price:
Branch-and-bound algorithm using column generation to derive bounds.

27



Dantzig-Wolfe Decompos

Branch-and-price

@ LP-solution of master problem may have fractional solutions
@ Branch-and-bound for getting IP-solution

@ In each node solve LP-relaxation of master

(]

Subproblem may change when we add constraints to master problem

@ Branching strategy should make subproblem easy to solve

28



Branch-and-price, example

The matrix A contains all different cutting patterns

40123
A:(07542)

ﬂil

| | 1
Problem
minimize A, + A +Az +As+As
subject to 441 + 0y + 143 +2hs + 345 =7
Ohy+Thy + 543 +4hy + 245 >3
?\.]‘ S Z+
LP-solution A; = 1.375,4 = 0.75

Branchon A =0, L =1, 4 =2
e Column generation may not generate pattern (4,0)

e Pricing problem is knapsack problem with pattern for-
bidden



Dantzig-Wolfe Decompos

Tailing off effect
Column generation may converge slowly in the end

@ We do not need exact solution, just lower bound

@ Solving master problem for subset of columns does not give valid lower
bound (why?)

o Instead we may use Lagrangian relaxation of joint constraint

@ “guess’ Lagrangian multipliers equal to dual variables from master
problem

30
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Convergence in CG

40 T T T T I I I I I I I I I
Time for solving the pricing [
Upper Bound for MP ———
E 3B ceil(UB) —— ||
2 Lower Bound for MP ——— -
5 ceil(LB) <
& sop i §
£ o
|7} 1 R
© 1 =
= 5| - =)
0 £
g =
g 8
= 20 b 4 Pl
‘g £
o 5
[} =
£ 15 - 8
= g
o £
2 o} 4 P
2 E
c =
© =
om
5 0.50 sec.

- 0.40 sec.

0.30 sec.

0.20 see.

0.10 sec.

(1] 50 100 150 200 250 300 350 400 450 500 550 600 650 700 750 BOO 850 900 950
Iterations
[plot by Stefano Gualandi, Politecnico di Milano] 31



Dantzig-Wolfe Decompos

7y =min{cx:Ax=b xE7} Solve the original integer
problem either over the
A= generetad columns (RIP)
or by Branch&Price

relaxation
Pricing problem
yes

Zgyp—min{cx:Ax=b}

¢'=min 'y,
A,:Hﬂﬂ l W*> s.ty+ysl, V{iJ}EE, >(c*,y* I) I >
v, (0,1} ViEV.
no
g GG er) <J

[illustration by Stefano Gualandi, Politecnico di Milano]
(the pricing problem is for a GCP)

32
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Heuristic solution (eg, in sec. 12.6)

@ Restricted master problem will only contain a subset of the columns
@ We may solve restricted master problem to IP-optimality

@ Restricted master is a “set-covering-like" problem which is not too
difficult to solve

33
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