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Linear Transformations

O utl i ne Coordinate Change

1. Linear Transformations

2. Coordinate Change



Resume

Linear dependence and independence

Determine linear dependency of a set of vertices, ie, find non-trivial
lin. combination that equal zero

e Basis
e Find a basis for a linear space

e Find a basis for the null space, range and row space of a matrix (from its
reduced echelon form)

e Dimension (finite, infinite)

e Rank-nullity theorem



Linear Transformations

Outline Coordinate Change

1. Linear Transformations



Linear Transformations

Linear Transformations Coordinate Change

Definition (Linear Transformation)

Let V and W be two vector spaces. A function T : V — W is linear if for all
u,ve Vandall a € R:

1. T(u4v)=T(u)+ T(v)
2. T(au)=aT(u)
A linear transformation is a linear function between two vector spaces

e If V = W also known as linear operator
e Equivalent condition: T(au+ pv) = aT(u)+ ST (v)

e forall0ec Vv, T(0)=0



Linear Transformations
Coordinate Change

Example (Linear Transformations)
e vector space V =R, F1(x) = px forany p € R
Vx,y €R o, € R: Fi(ax+ By) = p(ax + By) = a(px) + B(px)
= abi(x) + BFi(y)

e vector space V = R, F;(x) = px + g for any p,q € R or F3(x) = x° are

not linear transformations

T(x+y)#TKx)+ T(y)vx,y €R

e vector spaces V = R", W =R"™, m x n matrix A, T(x) = Ax for x € R"

Tu+v)=Au+v)=Au+ Av= T(u)+ T(v)
T(au) = A(au) = cAu = aT(u)




Example (Linear Transformations)

e vector spaces V =R", W :f R —-R. T :R" — W:

T(U) =T i = Pus,uz,...,un — Pu

Puyouz,. i = U1xt + tax?® + uzx3 + -+ 4 upx”

Putv(x) == (pu+ pu)(x)
Pou(x) =+ = apy(x)

Linear Transformations
Coordinate Change




Linear Transformations

Linear Transformations and Matrices Coordinate Change

e any m x n matrix A defines a linear transformation 7 : R” — R™ ~s T4

e for every linear transformation T : R” — R™ there is a matrix A such
that T(v) = Av ~ A

Theorem

Let T : R" — R™ be a linear transformation and {e;,e,, ..., e,} denote the

standard basis of R" and let A be the matrix whose columns are the vectors
T(e1), T(e2),..., T(e,): thatis,

A=[T(e1) T(ez) ... T(ey,]

Then, for every x € R", T(x) = Ax.

4

Proof: write any vector x € R” as lin. comb. of standard basis and then make
the image of it.



Example

T:R3 - RS

X X+y+z
T| |y = X—y
z X+2y —3z
e The image of u = [1,2,3]" can be found by substitution:
T(u)=1[6,-1,-4]".

e to find At:
1 1 1
T(el) = [1] T(ez) = |:1] T(E3) = [ 0 ]
1 2 -3
1 1 1
A=[T(e1) T(e2) T(e,)] = [1 -1 0 ]
1 2 -3

T(u)=Au=[6,-1,-4]".




Linear Transformation in R?

e We can visualize them!

e Reflection in the x axis:
Cx X |10
rble ) Al

e Stretching the plane away from the origin

00=[s 5]}

Linear Transformations
Coordinate Change
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¢ Rotation anticlockwise by an angle 6
y

TEQ &2
(NG )

(0,0) |

we search the images of the standard basis vector e, e

d
-] -
they will be orthogonal and with length 1.

A {a b} - {cos& —sing}

c d sinf cosf
For m/4:
) 1 1
ab cosf —sinf VRG]
A= c d| " |sinf cosh | | L L
V2 V2

(the matrix A is correct, in the lecture, | made a mistake placing the @ angle on the other side of e5)



inear Transformations

Identity and Zero Linear Transformations=imem::

For T : V — V the linear transformation such that T(v) = v is called
the identity.

o if V =TR", the matrix A7 = | (of size n x n)

For T : V — W the linear transformation such that 7(v) = 0 is called
the zero transformation.

o If V =R"and W = R™, the matrix At is an m x n matrix of zeros.
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inear Transformations

._ . . . L
Composition of Linear Transformations ceerdineechanee

o let T:V — WandS: W — U be linear transformations.
The composition of ST is again a linear transformation given by:

ST(v)=5S5(T(v)) =S(w)=u
where w = T (v)
e ST meansdo T and thendo S: V 1 W =5 U

e if T:R" - R™and S:R™ — RP in terms of matrices:
ST(v) =5(T(v)) = S(Arv) = AsAtv

note that composition is not commutative
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inear Transformations

Combinations of Linear Transformations ¢ e

e If S, T:V — W are linear transformations between the same vector
spaces, then S+ T and S, a € R are linear transformations.

e hence also oS + 8T, a,f € R is

14



Linear Transformations

Inverse Linear Transformations Coordinate Change

e If V and W are finite-dimensional vector spaces of the same dimension,
then the inverse of a lin. transf. T : V — W is the lin. transf such that

T Y (T(v)=v

e In R"if T~ exists, then its matrix satisfies:
TYT(v))=ArArv=Iv
that is, 7! exists iff (A1) ! exists and Ar-: = (A7) !

(recall that if BA =/ then B=A"1)

e In R? for rotations:

cos(—0) —sin(—ﬁ)} - {cosb’ sin&}

Ao = sin(—0) cos(—0) —sinf cos®
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Linear Transformations
Coordinate Change

Example

Is there an inverse to T : R3 — R3

X X+y+z
T\ |y = X—y
z X +2y —3z
11 1
A= |1 -1 0
1 2 -3

Since det(A) = 9 then the matrix is invertible, and T~ 1 is given by the
matrix:

3 5 1 u Ju+ v+ gw
Al=213 -4 1 T |v] ]| = iu—4v+?
3 ? 3
3 -1 -2 w

§U+§V_§W
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Linear Transformations

Linear Transformations from V to W Coordinate Change

Theorem

Let V' be a finite-dimensional vector space and let T be a linear
transformation from V to a vector space .
Then T is completely determined by what it does to a basis of V.

Proof

(unique representation in V implies unique representation in T)
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Linear Transformations

Coordinate Change

If both VV and W are finite dimensional vector spaces, then we can find

a matrix that represents the linear transformation:

suppose V has dim(V) = n and basis B = {vy,va,...,v,}
and W has dim(W) = m and basis S = {wy,wo, ..., Wy};

coordinates of v € V are [v]g
coordinates of T(v) € W are [T(v)]s

we search for a matrix A such that:

[T(v)]s = Alv]s

we find it by:

[T(W]s = a[T(vi)ls + ax[T(v2)]s + - - + an[T(vn)]s
= [[T(v1)ls [T(v2)]s -~ [T(va)ls][v]e

where [v]g = [a1,a0,...,a,] "
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Range and Null Space Gt s
Definition (Range and null space)
T:V — W. Therange R(T) of T is:
R(T)={T(v)[veV}
and the null space (or kernel) N(T) of T is

N(T)={ve V| T(v)=0}

e the range is a subspace of W and the null space of V.
e Matrix case, 7 : R" — R™
R(T) = R(A) N(T) = N(A)

e Rank-nullity theorem:
rank(T) = dim(R(T))
nullity(7) = dim(N(T))

rank(T) + nullity(T) = dim(V)
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Linear Transformations
Coordinate Change

Example

Construct a linear transformation T : R® — R3 with

1
N(T)=<t|2|:teR,, R(T) = xy-plane.
3
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Outline

2. Coordinate Change

Linear Transformations
Coordinate Change
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. Linear Transformations
Coordinates

Coordinate Change

Recall:

Definition (Coordinates)

If S ={vy,vo,...,v,} is a basis of a vector space V/, then
e any vector v € V can be expressed uniquely as v = ajvy + -+ + a,v,
e and the real numbers a1, an, ..., «, are the coordinates of v wrt the
basis S.

To denote the coordinate vector of v in the basis S we use the notation

851

Ms=| -

(,Y,,S

e In the standard basis the coordinates of v are precisely the components
of the vector v: v = vie; + ey + -+ + v,e,

e How to find coordinates of a vector v wrt another basis?
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Linear Transformations

Transition from Standard to Basis B Coordinate’ Change

Definition (Transition Matrix)

Let B = {vy,va2,...,v,} be a basis of R". The coordinates of a vector x wrt
B,a=[aas,...,a,]" = [x]s, are found by solving the linear system:
aivi + aVo + ...+ apv, = X that is x=[vi vy - vpla

We call P the matrix whose columns are the basis vectors:

P=vi vy - v
Then for any vector x € R”

x = P[x]g transition matrix from B coords to standard coords
moreover P is invertible (columns are a basis):

x|z = P~ x transition matrix from standard coords to B coords
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Example

1
P=|2
-1

2 3
12
4 1

det(P) = 4 # 0 so B is a basis of R* standard coordinates of v:

[

1 2 3] T[4 -9
v=|2 —12||1]| =|-3
-1 4 1] |-5|, |-5

[—9
-3
|—5




Example (cntd)

B coordinates of vector x:

EREREE

either we solve Pa = x in a by Gaussian elimination or
we find the inverse P~

1
X|Jg =P x= |1 check the calculation

2 g

What are the B coordinates of the basis vector? ([1,0,0], [0, 1, 0], [0, 0, 1])




Linear Transformations

Change of Basis Cosrimaie Chanas

Since T(x) = Px then T(e;) = v;, ie, T maps standard basis vector to new
basis vectors
Example

Rotate basis in R? by 7/4 anticlockwise, find coordinates of a vector wrt the
new basis.

cos™ _sin® I S
AT = Li” B cos ”4} - f f
4 4 V2 V2

Since the matrix At rotates {e1,es}, then A+ = P and its columns tell us
the coordinates of the new basis and v = P[v]z and [v]g = P~ 'v. The
inverse is a rotation clockwise:

pt {cos(— ) —sin(_—in] B {cos(z) sin(

sin(—%z) cos(—7%) —sin(%) cos(

[

)

)}_

2

=N
S-S
(N
—

NP L]
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Example (cntd)

Find the new coordinates of a vector x = [1,1]"

s[4 4] 14

Linear Transformations
Coordinate Change
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Linear Transformations

Change of basis from B to B’ P R s

Given a basis B of R” with transition matrix Pg,
and another basis B’ with transition matrix Pg,
how do we change from coords in the basis B to coords in the basis B’?7

. . Pglv]ls . Vlgr=Pg/'v . . ,
coordinates in B —— 2%, standard coordinates — £ coordinates in B

Ve = P5'Ps[v]s

M=Pg'Pg=Pgrviva ... vo] “E" [Pglvy Pglva ... Pglv,]
Theorem
If B and B’ are two bases of R", with

then the transition matrix from B coordinates to B’ coordinates is given by

M = [[VI]B’ [vao]gr - [Vn]B/]

(the columns of M are the B’ coordinates of the basis B)
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Linear Transformations

Coordinate Change

Example

(G s (B

are basis of R?, indeed the corresponding transition matrices from standard
basis:

SRS+

have det(P) = 3, det(Q) = 1. Hence, lin. indep. vectors.
We are given

[x]g = {_41}3

find its coordinates in S.
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Example (cntd)

1. find first the standard coordinates of x

SIREREIEE

and then find S coordinates:
1. [2 —=5][5] _ [-25]
s == |2 5] [ = 58]

2. use transition matrix M from B to S coordinates:
v=Pvl]g and v=Qv]s ~ [v]s=Q 1P[v]s:

S <1 e

s =3 4] = 156,

(€3]
[
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