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Dantzig-Wolfe Decomposition

Dantzig-Wolfe Decomposition
Motivation: Large difficult IP models

— split them up into smaller pieces

Applications
® Cutting Stock problems

® Multicommodity Flow problems

Facility Location problems
® (Capacitated Multi-item Lot-sizing problem

® Air-crew and Manpower Scheduling

Vehicle Routing Problems

Scheduling

Leads to methods also known as:
® Branch-and-price (column generation + branch and bound)

® Branch-and-cut-and-price (column generation + branch and bound + cutting planes)



Dantzig-Wolfe Decomposition

Dantzig-Wolfe Decomposition
From an orginal or compact formulation to an extensive formulation
made of a master problem and a subproblem

+ Tighter bounds

+ Better control of subproblem

— Model may become (very) large

Delayed column generation
Write up the decomposed model gradually as needed
® Generate a few solutions to the subproblems
® Solve the master problem to LP-optimality
® Use the dual information to find most promising solutions to the subproblem

® Extend the master problem with the new subproblem solutions.



Motivation: Cutting stock problem

o Infinite number of raw stocks, having length L.

o Cut m piece types i, each having width w; and demand
i.

o Satisfy demands using least possible raw stocks.

Example:
ow =5b=7 /]
euwy=3,0=3 I

e Raw length L = 22

Some possible cuts

|




Formulation 1

minimize uy + uy + w3+ uy + us

subject to Sxi1 4+ 3x2 < 22u
5x21 4 3x2y < 221
5131 + 3133 S 22113
Sxgp +3x42 < 220y
5)?51 + 3152 S 22715

X11+x21 +X31 + Xag +xs51 > 7
Xzt antantaetan >3

uj €{0,1}
x,-,EZ+

LP-relaxation gives solution value z =2 with

Uy=ur= I,XU :2.6,113: 3,131 =44

Block structure:

x[0, 0] x[0, 1] ulo]  x[1, 0] x[1, 1] uf1]
Minimize ulo] +ul1]
stock[0]: 5x[0, 0] +3x[0, 1] +22u[0]
stock[1]: 5x[1, 0] +3x[1, 1] —22u[1]
stock[2]:
stock[3]:
stock[4]:

type[0]: x[0, 0] +x[1, 0]
type[1]: x[0, 1] +x[1, 1]

x[2, 0]

5x[2, 0]

+x[2, 0]

x[2, 1] u[2]
+ul2]

+3x[2, 1] —22u[2]

+x[2, 1]

x[3, 0]

x[3, 1]

u[3] x[4, 0]
+u(3]

5x[3, 0] +3x[3, 1] —22u[3]

+x[3, 0]

+x[3, 1]

x[4, 1]

ul4]
+ul4]

5x[4, 0] +3x[4, 1] —22u[4]

+x[4, 0]

+x[4, 1]

IVIVIAINIAINIA
wNoOOOO



Formulation 2

The matrix A contains all different cutting patterns
All (undominated) patterns:

Problem
minimize A; + A + A3+ Ay + As

subject to 4, + 0Ay + 1A+ 2hy + 3hs > 7
Oy + 7k + 5ha+4hy+ 245 >3

A.f' (S Z+
LP-relaxation gives solution value z = 2_125 with

A =1375,hy =075

Due to integer property a lower bound is [2.125] = 3.
Optimal solution value is z* = 3.

Round up LP-solution getting heuristic solution zy = 3.



Outline
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Decomposition Approach: Lagrangian Approach st ie waseeobion

Integer Programming Problem with block structure:

Zip = max clx1 + C2X2 4+ ...+ CKXK
Al AP+ L+ AKX = b
Dx? < di
D?x? < d>
<
D x¥ < dk
xt ez, P elp, ... XK erk

Lagrangian relaxation, multipliers X € R”
Objective becomes: max c'x* + c®x? + ... + X = N(A'x* + A%% 4 ...+ ARXK — b)

zir(A) = max AAxt — M+ 2x2 MR+ L+ XK ARXK b
D'x* d

do

INIA

D?x?
model is separable

ININ

DX xK dk

1 ny 2 na K nK
x- €7}, x° € Z?, cey x" ez



Outline

Strength of the Lagrangian Relaxation Dantsig-Walfe Decomposition

Solving the LP Master Problem
General result
Integer Programming Problem:

Zip = max cx
Ax < b
Dx < d
Xi€Zyi=1,..,n
Lagrangian relaxation, multipliers A > 0
zir(A) = max cx — A(Ax — b)
Dx <d
xXi€Zyi=1,..,n

for the best multiplier A (from the Lagrangian Dual problem)

zip = max{cx | Ax < b, x € conv(Dx < d,x € Z;)} ‘

zip<zip < zIp hence z;p is a better bound than z p from the linear relaxation of IP.
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Dantzig-Wolfe decomposition

If model has “block™ structure

max c'x' + A7 4+ K
s.t. Alx!

+ A% L+ ANK =
DXt + <d
+ D%’ < dy
< i
DK < dy
ezl Pezp ... Kemk

Describe each set X, k=1,... K

.

max c'x' 4+ e 4+ KxF

st Al + A2 4 AR =
xex! xexr ... FexK

where X* = {* € Z}F : DM < i}

Assuming that X* has finite number of points {x*'} € T;
7 HeR%: A=Y, A,
Xt = ):.zea"k Kk,! =1,
M. e{01} e}



Dantzig-Wolfe decomposition

Substituting X* in original model getting Master Problem

maxc! ( Z ?q,,xl") + Cz( Z ?Lg,,xz”) +.. 4+ E KK,,xK”)

= et 1Ty
sto AN Max)+A2 (Y Mo ) AAK(Y o) =0
ten tehh ety
Y h,=1 k=1,....K
tel}

iy € {0,1}, tely k=1,...,K



Strength of linear master model

Solving LP-relaxation of master problem, is equivalent to

(Wolsey Prop 11.1)

max cly! + cix? +...+ ckxk

st Al o+ A% o+ A =
x econv(X!) x* econv(X?) ... x*econv(xk)

Proof: Consider LP-relaxation

mﬂxcl(z Ay ™)+ e Z Do) . K ( Z Ay )

teT] tET 1eTg
sto AY(Y M) 44 Y Mo o)+ AR (Y e ) =b
teTy €T tETg
Z?\-k,r:] k=1,...,K
Ty
Ak >0, tely k=1,....,K

Informally speaking we have
® joint constraint is solved to LP-optimality

® block constraints are solved to IP-optimality



Theorem
® 7, p be the LP-solution value of the master problem

® 7,p be solution value of Lagrangian dual problem

ZIMP = ZLD

Proof: as a consequence of the previous five slides the linear relaxation of the master problem and
the Lagrangian dual correspond to solving the following problem:

max clx! + c?x? + oo+ cKxK
Alx! + A2x2 + a7+ AKxK =b
x1 € conv(X!), x? € conv(X?), ..., xK € conv(XK)

Hence, also the DW decomposition leads to a better dual bound than the linear relaxation of the
original problem

zip < zimp = zip < z1p (for a maximization problem)
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Delayed Column Generation Solving the LP Master Problem

® Master problem can (and will) contain many columns
® To find bound, solve LP-relaxation of master

® Delayed column generation gradually writes up master

Solve the linear relaxation of the master problem by delayed column generation

16



Consider the general linear program

minimize Tz

subject to Az

I
F
=

z

v
L

with A € R™*"*, c € R*, b € R™. The dual of (3) is

maximize by
subject to ATy < e (4)

The sifting procedure begins by taking a “working set” of columns W C {1,...,n} such
that

minimize chzy
subject to Awzw = b, (5)
zw 2 0,

is feasible. (This assumption is not essential.) Let 7* be an optimal solution to

maximize b
subject to ALr < cw, (6)

the dual of (5), and let o}, be an optimal solution of (5). Then the vector 27 = ((z¥,)7,0) €
R" is optimal for (3) if
c— ATT* > 0. (7



Given the linear program (3) and a set W such that (5) is feasible:
Solve (5) obtaining #* and 7.

while (¢ — AT7* 2 0) do (major iteration)

Choose P C {1,...,n} \ W. (price)

Set W — WU P. (augment problem)
(Optionally) If W is too big,

reduce the size of W. (purge)

Solve (5) obtaining z* and 7*. (solve)

end while



Delayed column generation, linear master

ew=5.b=7 [
ew,=3.b=3 [N
e Raw length L = 22

Some possible cuts

In matrix form

40123
A=lo7542
LP-problem
min cx
st. Ax=5h
x>0
where
e b=(7.3),

e x= (xl,xz,n,x_,,x;,...)
sc=(1,1,1,1,1,--4).



Outline
Dantzig-Wolfe Decomposition

Revised Sim p|ex Method Solving the LP Master Problem

max {cx | Ax < b,x > 0}

B = {1...m} basic variables
® N={m+1...m+ n} non-basic variables (will be set to lower bound 0)
o Ag=[Ar...An
® Ay =[Amst. .. Amin]

Standard form

20



Ax = Ayxny + Agxg = b
ABXB =b— ANXN

xg = Ag'b — Az Ayxy

Outline
Dantzig-Wolfe Decomposition
Solving the LP Master Problem

basic feasible solution:
e Xy=0
® Ag lin. indep.
® Xg>0

z=c"x=ch(Ag'b— Az Anxw) + cyxn =

= cgAg'b+ (cf — cE Az An)xn

Canonical form

21
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In scalar form: the objective function is obtained by multiplying and subtracting constraints by
means of multipliers 7: 7 = ¢ A," (the dual variables)

m m—+n
:§:CJ+§:7T/‘9U Xj + E CJ+§:7T‘9U XJ+§:7T"
j=1 Jj=m+1

Each basic variable has cost null in the objective function
m
G+Y ma=0 j=1,..m

Reduced costs of non-basic variables:
Ej:chrZﬁ;a,-j j=m+1..m+n

If basis is optimal then ; <0 forall j=m+1,....m+n.

Note: (multipliers) @ = —y; (dual variables)

22



Dantzig Wolfe Decomposition with Column Generation

Original problem

Linking constraints

Block

Outline
Dantzig-Wolfe Decomposition

Solving the LP Master Problem

Restricted master problem

Convexity constraints

<
k<]
3
E]

duals

constraints

Subproblem

23



Delayed column generation (example)

ew =5,0=7 /1
ewx=3bh=3 ==
o Raw length L =22

Initially we choose only the trivial cutting patterns

e

Solve LP-problem

min cx
st. Ax=bh
x>0

(85)(2)-()
)

with solution x; = ;izmd X =z

The dual variables are y = csA;' iLe.

(i)

[=FNTH



Small example (continued)

Find entering variable

. _ 1 2 3. bew
5 4 2 e Ley
27 30 29

ey—YAy = (-5 l—5 l—5 )

We could also solve optimization problem

1
min 1— —Xj]— =X2
4 7
st Sxp 43 <22
x > 0,integer
which is equivalent to knapsack problem
max Ix + ]x
xS
st Sxp+3x <22
x > 0,integer
This problem has optimal solution x; = 2, x> = 4.
Reduced cost of entering variable
1 1 30

1
1-2——d-=1-—2=——=<0
177 ®- 1@



Small example (continued)

Add new cutting pattern to A getting

403
A:(OTZ)

Solve problem to LP-optimality, getting primal solution

5 3
X = g’xi = 5
and dual variables
1
= Z,}’z =3

Note, we do not need to care about “leaving variable”
To find entering variable, solve

1 1
max —=x;+—=x2
F

st Sxp43x €22
x > 0,integer
This problem has optimal solution x; = 4, x> = 0.
Reduced cost of entering variable
1 4l 0] =0
4 7
5

Terminate with x; = §, x3 = 3 and zp = % =2.125.



Solving the LP Master Problem

Questions

o Will the process terminate?

Always improving objective value. Only a finite number of basis solutions.

® Can we repeat the same pattern, assuming the simplex is not cycling?

No, since the objective function is improving. We know the best solution among existing
columns. If we generate an already existing column, then we will not improve the objective.
However, we may be in the case of degenerate tableaux.

27



Consider the following LP problem

maximize x; + 2xo + 4x3 + 8x4 + 16x5
st x1 +2X2+3X3+4X4+ 5X5 §5
7x1 + 5xo — 3x3 — 2x4 <0
X1, X2, X3, X4, X5 > 0

Let xg, x7 be the two slack variables.

® [x3,x5] and [xs, x7] are both optimal bases and they both give the same optimal solution

® the tableau is degenerate, that is, a b term is null, that is, one of the basis variables has value

0.

® we may have different tableaux for the same vertex, and hence that a tableau implies a unique
vertex (but a vertex does not imply a unique tableau).

® the optimal dual solutions are two different (we need different multipliers): [3.21.87],[3.2,0],
respectively.



Solving the LP Master Problem

Tailing off effect
Column generation may converge slowly in the end

® We do not need exact solution, just lower bound
® Solving master problem for subset of columns does not give valid lower bound (why?)
® |nstead we may use Lagrangian relaxation of joint constraint

® “guess’ Lagrangian multipliers equal to dual variables from master problem

30



Valid dual bounds in delayed CG Salving the L Mester rablom

Linear relaxation of the reduced master problem:
Z| RMP = max{c/\ ‘ /Z\)\ S b,)\ Z 0}
Note: z rmp 7 zimp (LMP Lin. relax. master problem)

However, during colum generation we have access to a dual bound so that we can terminate the
process when a desired solution quality is reached.

When we know that

Z)\j <k J is the unrestricted set of columns

j€Jd
for an optimal solution of the master, we cannot improve zgyp by more than x times the largest
reduced cost obtained by the Pricing Problem (PP):

Zirmp + KZpp 2 ZLMP

(It can be shown that this bound coincides with the Lagrangian dual bound.)
® with convexity constraints ZjeJ Aj<1lthenk=1
® when ¢ = 1 we can set x = z;yp and derive the better dual bound ff% > Ziup
31



Outline
Dantzig-Wolfe Decomposition

Convergence in CG Selving the LP Master Probiom

In general the dual bound is not monotone during the iterations, for a problem of minimum:

40 T T T T T T T T T T T
“Time for solving the pricing ]
Upper Bound for MP ———
£ 35p ceil(UB) ——— ||
2 Lower Bound for MP ——
3 ccil(LB) 2
o ©
o 3L | 3
i} a
2 1 s
[ B o]
= E
3 =3
2
2 3
£ wr . s
g k)
o 8
] b=
15 F ] )
5 ]
=
° 1]
a £
2 ok i 5
2 £
& 3
o =
3 s 0.50 sec,
040 sec
030 sec
020 sec
0710 sec

0 50 100 150 200 250 300 350 400 450 500 550 600 650 700 750 800 850 900 950

Iterations

Tolor i, Conloeoo e d® AA s T loee =0 1 32



Outline
Dantzig-Wolfe Decomposition

Mixed Integer Linear Programs Solving the LP Master Problem

® The primary use of column generation is in this context
(in LP simplex is better)

® column generation re-formulations often give much stronger bounds than the original LP
relaxation

® Often column generation referred to as branch-and-price

34



Branch-and-Price

Terminology

® Master Problem
® Restricted Master Problem
® Subproblem or Pricing Problem

® Branch and cut:
Branch-and-bound algorithm using cuts to strengthen bounds.

® Branch and price:
Branch-and-bound algorithm using column generation to derive bounds.

Solving the LP Master Problem

35



Branch-and-price

LP-solution of master problem may have fractional solutions

Branch-and-bound for getting IP-solution

In each node solve LP-relaxation of master

Subproblem may change when we add constraints to master problem

® Branching strategy should make subproblem easy to solve

Solving the LP Master Problem

36



Branch-and-price, example

The matrix A contains all different cutting patterns

40123
A:(07542)

|

| ] 1
Problem
minimize Ay + A+ Az + Ay +As
subject to 4h; + 00y + 13 + 20y + 35 > 7
Oky + Thy + 5k + 4k, + 245 >3
A ez,
LP-solution A; = 1.373,A4 = 0.75

Branchon A =0, A, =1, A =2
e Column generation may not generate pattern (4,0)

e Pricing problem is knapsack problem with pattern for-
bidden



Solving the LP Master Problem

z,,~=min{cx:Ax>bxEZ} Solve the original integer

problem either over the

A= generetad columns (RIP)
or by Branch&Price

relaxation
Pricing problem
yes
Zgyp—min{cx:Ax=b} ¢'=min 7'y, |
A= l J'[* s.t. yz+yj.sl, V{IJ}EB', > (C*,y*: I) l >
T v, €£0,1}, Vi€V, -
@I < <):| (c"y'= I) <J

38



Solving the LP Master Problem

Heuristic solution (eg, in sec. 12.6)

® Restricted master problem will only contain a subset of the columns
® \We may solve restricted master problem to IP-optimality

® Restricted master is a “set-covering-like” problem which is not too difficult to solve

39
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