
7.h.GBernoullitrailsolbinominldistn.su#
Experiment with

2 outcomes

a success prob p

.
failure pros 1-p

Repeat experiment
n time,

theorems The probability of having exactly
k

successes in
n indgmsbm Bernoulli trial,withsuccenpwbpis.lk/pkll-pjl-f

P : let ☒ ,
.x< ,

. .

,
xn ) be the ordered out of

outcomes .
So ✗i c- } success ,

failure }
S F

We can Choon k experiments among
the n in (1)

ways .

The probability that a fixed
choice of k experiments

are all successes
while the remaining

n -k are
all

failures is pkll
-pit? Hence the desired probability

is

(1) plea -pi
- k ☐

Define blk , nip ) as probability of exactly
k success

in n independent B-trials so blk ,nip )= (1) phltp )
" -k



let g- =/
- p so bck

, nip ) = (1) pkiq
"- h

NB : [ (1) phq" - k = ( ptq )
"

bysina.mil/orueulsk--o--(ptC1-p)l"

=/

So b( kin ,p ) is a probability
distribution

called the binomial distribution

727RandomvariaS
Def 6 A random variable associated

with a sample

space 5 is a function f :S → IR

so each event SES is assigned a value fscl

Exampl Flip fair coins
times ✗④ = # heads tes

PCX --f)
48

✗ ( HHH ) =3 318

✗ (HHT)= ✗ (ATH
) = ✗ (THA ) _- 2

%

✗ (ATT)
- XITHT ) = XITTH ) =L 1/8

✗ ( TTT / = 0



Def7 The distribution of a random variable ✗ on

a sample space S is

} ( r ,
P(X=r ) ) / re ✗ (s ) ) whenµg,,µµg,,u,ygng,

Exampling Birthday problem

Find min # persons
in a room such that

probability of having 2with the same
birthday

,

^

.

is at least 42 .

ASMP.bg?-rtuday , independent
•

all days equals likely
a) a birthday

we find Pa = pub . all
distinct

when all distinct thenare
366 possibilities to

- person
I
2

365 -
-
-
-

366-i- 1)
-
-

-

-
i

366
"

outcome , in total
so

E- 3¥ . }°÷ . .
.

. .SE?T-

when n = 22 pm isstill
large then 42

p, ~
0.499 so I - Pu ~ 0.506



ExampuHPnsaba.LI?m,g..t.co1lioionsinhashinsL*'
u

probability that n different keys from
U map

to n

district cell in hash
taste is

Pn= ÷ . m÷ . . .
. mt1m

probability of a collision is
1- pn

smallest n such that I -paztz is n~ 1.177K

If m= lob it means that n should be larger
than 1177

7.2.9 Monte Carlo Algorithms

t.PE#asF-Eayootpots
an answer

true /unknown (or fin ) waning time
bounded ( fixed )

•
The answer may

be warns

•
thee -bisnd : always correct

when tree is returned

•
faln - biand i always correct when faln is refound

godown

Soppon p ( test
return , ' true' / answer _- true) =p

Then p (
test oetounlunhruowui / answer

= free )
= 1-p ) tree - bisnd



Assume that the test only returns ltme ' if this is

the correct answer ( can
be deduced from the execution)

⇒ If correct answer is
'

faln
' then the test will correctly

return false

AMplifyingpwsab.li/-yotacorvectanswu:.
run the also > thus

a
time,

•
Assume the correct

answer is
kneel

Then the n non ,
of the algorithm

will

result in at
least one tree

with

probability 1- ( I - p )
"

→ I ai n increases

Her we and that the n

hens of the test are
inclement .



Example (not in
book ) Majority element
-

4=24
S = } X , iz ,

-
- - in 1

✗
i
C-K

Question is there a value
✗ c- I sit 4%1×-411 > k ?

Test : pick a random
✗i

check if ✗ i occur ,
mon than k

times

if ye, return
' tree

'

Eln return faln /
unknown

0bmvah at most one majority
element

(Z Kel copies )

so p ( test
returns true I 7- majority )

> £

and test always veto
- us fu In if no majority element

A : foundC- faln ,

Coon tea

while not found
and count← n

count ← count -11

pick random
i c- In]

if ✗ e- majority
found← true

end

return found



• If S has no majority
the also > thin will

vetoon the correct
answer

1 false '

> if S has a majority the probability that

d- returns true is 1 - poos that all

u test , fail . Each
test fails with

poos < £
(when then is a majority

)

so probability that
all u test tail

is

less than ⇐ 1
"

with n= to we have prob ( wrong answer
7<1-2%1%0

n = 20

< ¥6



Exampts Quality control

Testing chips

• assome
that if a batch of a chip

, has not

been tested ,

then is a ¥ chance of bad chip in
batch

and if it has been
tested and passed they

an

all good

Q : how many of
the n chips in an

unchecked batch

should we check
to be very son they

an ad good
?

Mc test : pick random chip
and test it

repeat ≤k time,
until all panelor

bad chip found

probability that
then is a bad chip in

batch but

we did not find
it is 1%)ʰ ( independent

◦ t n ! !)

1%1264, ¥⇐I
"

< ¥

sobymnninsjutasmsllnumhottuts.MY;g?e!Yⁿʳmwntktthebs



Exampled Primality testing

Miller Rabin toot MR In
, b) uno ocscu

to test whether u
is a prime .

probability that
test says

' pine
' for composite n is

< ty

MC Algorithm to test it his composite

Repeat r time,

pick random
be ]o,nE

run MR(qb)

if
' composite output this

and stop

end

output unknown

probability of answer
1 unknown

' for composite n

is at most (E)
r



Thepwsab.li#cMethod-Erdis-spenw)-
Basic idea : If p ( some element in

Sha, property P ) < I

C-hen7-s-c-swilthoutpopuhfverystn.us
tool to proveexio-muotcontisonhintheorem-V-kzzRCK.be) 22h12 ( Rch ,h ) is

minns.lv-2-wlotkn7- either)
red Khor

blue Kk

P : 1212,21--2
,
1213,31--6>-23" ✓

assume k >_ 4

Consider a random
2-cot rlb of

the edge , of kn

( p@Ir )=p
Cool b)=L )

consider the / %) k - subnts
of the vertices of Ku

and denote them 4,52 ,
. - - ,

511 )

Ei. all edges in Si have same
colour

bound

p( monochromatic Kh ) =p (VE;) I -2pct ;)
"i"

Book

PCE ;) = 2.421¥ ) red or blue

so plmouocbwmatichu ) I (1) 2.
(E)⑨ I



I

plmouochwmatichu ) I (1) 2.
(E)⑨ I

a- ¥ - a - E)
"" 14k¥ )

soppon n < 242 then & ¢44k
I.

2. 4- 1k¥
'

= 2k¥ -11 - k -1 I -1=+12

= 22
- KI

E 1 as hzy

We have shown that when u < 2-
% the probability

that

a random 2-cot leads to
monochromatic Kie is < I

Hence I 2- cot of kns.tnomonochr.hu
!

S = } all 2-cot of Elka ) ) nomen. blue

151 = 2%1 ⑧•⑨⑥•⑨.⑨



7.3Bayestheoremheb-Ean.cl/--8eeventos.fplEJ,pCF)-to
thmpCHE)=p¥÷¥÷¥p⇒?⃝

s

FnE=M

We know bydet of conditional pus p( FIE)=Pf
and PIE / F) = P¥Y so pli-IEI.plE) =p (

EIFI.PE/

⇒ plFlE1=plE1Fp{;=
)

PCE ) =p (Ens )=pE( n
F) up (Ent )

=p (EIF ) .pt/-plElE).plE
)

☐

⇒ pine )=p¥¥¥pl¥!¥e→in



Examp
box 1 box 2

2 boxes
.

Experiment : 1. pick box with p =L each

2. pick random ball from the chon- box

outcome red ball

Quentin :
what is probability

that we took from box 1 ?

We seek p ( F / E) and by Bayes theorem we
know this is

pci-IEI.pe?=YFYpEY%ce--=-.p÷-÷÷÷÷÷÷÷÷÷÷÷÷:r=

¥÷_ cornet is 9% it person
has D

EÉ if pun
does not have D

@ I Find prob (you an sick ) if
test -- positive



F : person
has D E : positive test

we seek p ( F / E)

PCFIE ) - p¥¥p¥¥piei⇔
=%÷5 ~ 0,002

Conclusion prod of having
dinah is very small÷÷÷÷÷÷÷÷*

s=F,uEu .
- ufn

p(F; / E) = _¥É¥¥=i
E- c


