Efficiency issues in the RLF heuristic for graph coloring
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Abstract

This paper presents an efficient implementation of the well-known Recursive Largest First (RLF) algorithm of Leighton to find heuristic solutions to the classical graph coloring problem. The main features under study are a lazy computation of the induced vertex degree and the use of efficient data structures. Computational experiments show that the lazy feature leads to a novel implementation that is faster than previous implementations on graphs with high density. Cache-misses are instead determinant for the assessment of data structures.

1 Introduction

The graph coloring problem (GCP) asks to color the \( n \) vertices of a given undirected graph \( G = (V, E) \), that is, to map each vertex in \( V \) to a color in a given set of available colors \( K \), in such a way that adjacent vertices take different colors. The set of available colors is commonly mapped to the set of integers \( \{1, \ldots, |K|\} \). In the decision version of the problem, also called the (vertex) \( k \)-coloring problem, we are asked whether for some given \( k = |K| \) a \( k \)-coloring exists. In the optimization version, we are asked for the smallest number \( k \), called the chromatic number \( \chi(G) \), for which a \( k \)-coloring exists. In general, the \( k \)-coloring problem is NP-complete [9]. For the optimization version, bad results exist also in terms of approximability, for example, a ratio of \( n^{1-\epsilon} \) cannot be achieved in polynomial time unless ZPP=NP [8].

A number of polynomial time constructive algorithms to solve heuristically the graph coloring problem have been proposed in the literature. These algorithms do not exhibit guaranteed approximation ratios but they are very fast and they produce good solutions in practice. These features make them very appealing in practical applications. The simplest constructive algorithm orders the vertices of the graph by their degree, and sequentially color each vertex following the fixed order and using the smallest feasible color. A second well-known algorithm is DSATUR [2] that uses a dynamic order of the vertices, instead of a static precomputed order. The idea is again to sequentially color the vertices with the smallest color, but the order is based on a more elaborated idea: the next vertex is the one with the highest saturation degree, that is, it has the highest degree induced by the colored vertices (ties are broken by the original degree, in non increasing order). A third constructive algorithm is the so-called Recursive Largest First (RLF) algorithm, introduced in [10]. This algorithm has a different strategy: it sequentially colors stable sets, that is, it sequentially builds sets of vertices that can take the same color. Computational studies on these algorithms show that RLF clearly outperforms the other two in terms of quality on a wide range of graph classes [5]. However, RLF comes with a higher computational cost, having a \( O(n^3) \) worst-case complexity, instead of \( O(n^2) \) of the other two heuristics.

In spite of its best results in terms of quality, the RLF heuristic has been seldom used in the literature on metaheuristics methods for the GCP, both as a reference method and as a building block for metaheuristic algorithms (see [4] for a list of references).

In this paper we study efficient implementations of this algorithm. We put forward \textsc{Lazy} RLF, a variant of RLF that exploits possible savings in the computations during the execution of the algorithm.
In addition, we study different data structures to represent the graph. A intensive computational campaign indicates that our new implementation performs faster than the original implementation proposed by Leighton on dense graphs. We make our thoroughly tested and characterized C++ implementation publicly available at [4] to foster its use in future research and applications.

The paper is organized as follows. Section 2 formally introduces RLF. Section 3 presents in details LAZY RLF. Section 4 discusses the issues related with the data structures. Finally, Section 5 provides a detailed report on our computational experience.

## 2 Recursive Largest First

The RLF algorithm was introduced in [10] as an algorithm to solve large scale graph coloring problems originated by university exam scheduling. An appendix of the paper contained an implementation of the algorithm in the PC-1 computer language, that can be easily translated into the ANSI C/C++ computer language. The implementation has a worst-case complexity of $O(n^3)$.

Algorithms 1 and 2 show the pseudo code of RLF. We present RLF in a slightly different manner from the original paper in order to simplify the exposition of our implementation. Algorithm 1 is an iterative extraction of stable sets from the (reduced) graph $G = (V,E)$. The core ideas are given in Algorithm 2 that details the FindStableSet procedure.
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Let $G[X]$ be the subgraph of $G$ induced by the set of vertices $X$, i.e., $G[X] = (X, \{uv \in E(G)|u,v \in X\})$. Denote by $\delta_X(v)$ the set of vertices adjacent to $v$ in $G[X \cup v]$. Let $d_X(v) = |\delta_X(v)|$ be the degree of $v$ induced by $X$. Further, let $P$ be the set of uncolored vertices and $U$ the set of vertices that cannot be selected for becoming part of the current stable set. Initially, $P$ is set equal to $V$, the set of vertices in the reduced graph passed to the FindStableSet procedure, $U$ is empty and the degree induced by $U$ for all vertices is equal to 0 (Line 2). The procedure successively selects a vertex $v$ to be colored (Lines 4 and 5), moves its neighbors $\delta_P(v)$ from $P$ to $U$ (Line 8), reduces the input graph $G$ (Lines 6 and 9), and updates the degree induced by $U$ of every vertex adjacent to a vertex that has moved from $P$ to $U$.

### 2.1 Worst-Case Complexity

The worst-case complexity of RLF is $O(n^3)$, as proved in [10]. The FindStableSet procedure is executed $k$ times, but we can exploit the fact that each vertex is selected only once, and then removed, along with its incident edges. Each edge is removed only once giving an overall complexity of $O(m)$ for the edge removals. The highest computational cost is given by the nested loop at lines 10-12: in the worst-case it yields a complexity of $O(n^2)$, or, using the maximum vertex degree $\Delta$ in $G$, $O(\Delta^2)$. The nested loop is executed only once for each vertex, since it can be selected only once at line 4, yielding a complexity of $O(n\Delta^2)$. All the other operations can be implemented in constant time, apart from lines 2 and 4 that have complexity $O(n)$. Therefore the overall complexity is $O(m + n\Delta^2)$, that can be as high as $O(m + n^3)$ in accordance with [10].
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Algorithm 2 - procedure FINDSTABLESET(G, k)

In G = (V, E): input graph (in output G is the reduced graph)
In k: color for current stable set
Var P: set of potential vertices for the stable set
Var U: set of vertices not in the current stable set

1: P ← V, U ← ∅
2: for all v ∈ P do d_U(v) ← 0
3: while |P| > 0 do
4:   v ← argmax_{w ∈ P} d_U(w)  \par // vertex with max degree induced by U
5:   c(v) ← k  \par // vertex v takes color k
6:   V ← V \{v\}
7:   for all w ∈ δ(v) do
8:     if w ∈ P then P ← P \{w\}, U ← U \cup {w} \par // move w from P to U
9:     E ← E \{v, w\}  \par // remove v from δ(w)
10:    for all u ∈ δ(w) do
11:       if u ∈ P then d_U(u) ← d_U(u) + 1
12:   end for
13: end for
14: end while

3 Lazy Recursive Largest First

RLF relies on the choice of the vertex with maximum degree induced by U. To select such vertex, it
updates an array every time a vertex is selected, visiting all its neighbors. If the induced degrees for each
vertex are correctly maintained, the selection of the vertex is linear in n.

We put forward a new strategy to select the vertex v of maximum d_U(v). Instead of maintaining an
array of vertex degrees and modifying its values at each vertex selection, we compute d_U(v) lazily by
exploiting the following proposition. Let \( d_U^{\max} = \max\{d_U(v) | v \in P\} \) and d_U denote the greatest degree
induced by U found so far in the current call of FINDSTABLESET.

Proposition 1. A vertex v with \( d_U(v) < d_U \) has \( d_U(v) < d_U^{\max} \).

Proof. In the reduced graph \( G(V, E) \), that is the graph induced by the set of yet uncolored vertices, we
have that \( \delta_U(v) = \delta_P(v) \cup \delta_U(v) \), and therefore \( d_U(v) = d_P(v) + d_U(v) \). Thus, if \( d_U(v) < d_U \), then
\( d_U(v) \leq d_U(v) < d_U \leq d_U^{\max} \).

As a practical consequence, once we have found a vertex with \( d_U \), we can skip the computation of \( d_U \)
for all the vertices with \( d_U(v) < d_U \). In addition, to further exploit the proposition, instead of computing
\( d_U(v) \) starting from 0 and increasing its value every time one of its neighbors belongs to U (METHOD
A below), we can start from \( d_U(v) \) and decrease its value every time one of its neighbors belongs to the
set P (i.e., it is not in U) (METHOD B below). In this way, whenever \( d_U(v) < d_U \), we perform at most
\( d_U(v) - d_U \) operations instead of \( d_U(v) \). Clearly, the larger is the value \( d_U \), the greater is the saving.
Further, if we start with the vertex with maximum degree in \( G \), we have good chances that it also has a
high value of \( d_U(v) \).

METHOD A:

\[
\begin{align*}
& d_U(v) \leftarrow 0 \\
& \text{for all } w \in \delta_U(v) \text{ do} \\
& \quad \text{if } w \in U \text{ then} \\
& \quad \quad d_U(v) = d_U(v) + 1 \\
& \text{return } d_U(v)
\end{align*}
\]

METHOD B:

\[
\begin{align*}
& d_U(v) \leftarrow d_U(v) \\
& \text{for all } w \in \delta_U(v) \text{ do} \\
& \quad \text{if } w \in P \text{ then} \\
& \quad \quad d_U(v) = d_U(v) - 1 \\
& \quad \text{if } d_U(v) < d_U \text{ then return } 0 \\
& \text{return } d_U(v)
\end{align*}
\]
In the light of these observations we propose in Algorithm 3 a new version of the procedure FINDSTABLESET. It drops lines 2, and 10-12 of the Algorithm 2, and it modifies line 4 by introducing the LAZYSELECTVERTEX procedure. Algorithm 4 sketches LAZYSELECTVERTEX that exploits the consequences of Proposition 1 to compute the vertex with maximum degree induced by \( U \) (ties are first broken in favor of the vertex with smallest degree in \( G \), and then are broken randomly).

Algorithm 3 - procedure \textsc{LazyFindStableSet}(G, k)

In \( G = (V, E) \) : input graph (in output \( G \) is the reduced graph)

In \( k \) : color for current stable set

Var \( P \) : set of potential vertices for the stable set

Var \( U \) : set of vertices not in the current stable set

\begin{verbatim}
1: \( P \leftarrow V \), \( U \leftarrow \emptyset \)
2: while \(|P| > 0\) do
3: \( v \leftarrow \text{LazySelectVertex}(G, P, U) \)
4: \( c(v) \leftarrow k \) \hspace{1cm} \triangleright vertex \( v \) takes color \( k \)
5: \( V \leftarrow V \setminus \{v\} \)
6: for all \( w \in \delta_P(v) \) do
7: \( P \leftarrow P \setminus \{w\} \), \( U \leftarrow U \cup \{w\} \) \hspace{1cm} \triangleright move \( w \) from \( P \) to \( U \)
8: \( E \leftarrow E \setminus \{v, w\} \) \hspace{1cm} \triangleright remove \( v \) from \( \delta(w) \)
9: end for
10: end while
\end{verbatim}

3.1 Worst-Case Complexity

The procedure \textsc{LazyFindStableSet} is executed \( k \) times, but overall, each vertex is selected once and every edge is removed once. The edge removals implies a complexity of \( O(m) \). The vertex selection complexity depends on the complexity of the LAZYSELECTVERTEX procedure. Line 1 costs \( O(n) \), but it is only used as an heuristic to increase the possibility to start with a high value of \( \overline{d}_U \), and therefore can be omitted. Lines 3–4 cost \( O(\Delta) \). This gives \( O(n\Delta) \), since each vertex is selected once, but the time is dominated by the next loop.

The loop 5–17 is executed \( O(n) \) times, and due to the nested loop 8–13 has a worst-case complexity of \( O(n\Delta) \), yielding \( O(n^2\Delta) \) in total for this loop. Overall the worst-case complexity is \( O(m + n^2\Delta) \). However, due the conditional tests at lines 6 and 11, we completely execute the loop 8–13 only very few times.

4 Data Structures

In both RLF and LAZY RLF the graph \( G \) must be dynamically updated after each reduction. It is therefore important to choose a graph representation that supports these operations efficiently. (For a review on graph representations see, e.g., Chap. 8 in [11].)”}

We use an adjacency list graph representation, since it allows vertex and edge removals in constant time. The vertex set is stored in a list where each element has four fields: color, degree, membership in \( P \), and a pointer to the adjacency list of the vertex. The adjacency list that contains the neighbors of a vertex \( i \) (i.e., indirectly its incident edges) has two fields: a pointer to the position of each neighbor \( j \) in the vertex list, and a pointer to the element corresponding to the vertex \( i \) in the adjacency list of the neighbor \( j \). These two pointers allow for constant time edge removals. In order to minimize the chances of cache-misses we use an array-based implementation of linked lists, as recommended in [1], instead of a standard list implementation (e.g., the class list of the Standard Template Library in C++). Cache-misses are reduced because the arrays are allocated in contiguous areas of memory [3].
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Algorithm 4 - function LazySelectVertex\((G, P, U)\)

- In \( G = (V, E) \): input graph
- Var \( P \): set of potential vertices for the stable set
- Var \( U \): set of vertices not in the current stable set
- Out \( v \): vertex with max degree induced by \( U \)

1: \( v \leftarrow \arg\max_{v \in P} d_V(v) \) \hspace{1cm} \triangleright \text{vertex with max degree in } G
2: \( \bar{d}_U \leftarrow 0 \) \hspace{1cm} \triangleright \text{compute } d_U(v) \text{ from scratch}
3: for all \( w \in \delta_V(v) \) do
4: if \( w \in U \) then \( \bar{d}_U = \bar{d}_U + 1 \)
5: for all \( w \in P \setminus \{v\} \) do
6: if \( d_V(w) \geq \bar{d}_U \) then \( \triangleright \text{skip all the vertices with } d_V < \bar{d}_U \)
7: \( d_U(w) \leftarrow d_V(w) \)
8: for all \( u \in \delta_V(w) \) do
9: if \( u \in P \) then
10: \( d_U(w) \leftarrow d_U(w) - 1 \)
11: if \( d_U(w) < \bar{d}_U \) continue from 5 \( \triangleright \text{skip as soon as } d_V < \bar{d}_U \)
12: end if
13: end for
14: if \( d_U(w) = \bar{d}_U \) and \( d_V(w) \geq d_V(v) \) continue from 5
15: \( v \leftarrow w, \bar{d}_U \leftarrow d_U(v) \)
16: end if
17: end for
18: return \( v \)

Differently, the implementation described in the original Leighton’s paper [10] uses an adjacency array graph representation in order to minimize the memory consumption. However, since with adjacency array graph updates cannot be done in constant time, Leighton’s implementation does not dynamically reduce the graph, instead it traverses the whole adjacency array.

5 Experimental Results

We compare three implementations of the RLF algorithm:

LEI : is the original Leighton’s implementation ported in C++, i.e., it corresponds to use an adjacency array for representing the graph.

RLF : implements procedure 2 and array-based lists for representing the graph.

Lazy RLF : implements procedure 3 and array-based lists for representing the graph.

The last two versions have been implemented in ANSI C++ using the same data structures and the same procedures, in order to fairly compare Algorithm 2 and 3. All the three implementations produce solutions of exactly the same quality. Since our interest is in their efficiency, we compare execution time and memory consumption.

Experimental settings. The computational experiments are carried out on a standard desktop machine with an Intel(R) Xeon(R) 2.66GHz CPU, 8Gb of RAM, 64KB of cache L1, 4096 KB of cache L2 and running the linux Ubuntu 10.04.1 operating system. The programs are compiled with the gnu g++ compiler version 4.4.3 and optimization flag -O3.

We generated two sets of random graphs controlling the number of vertices \( n \) and the edge density \( p \).
Figure 1: Execution time vs density subdivided per graph type and number of vertices.

Uniform Random Graphs: These graphs are generated according the $G(n,p)$ Erdős-Rényi model (see, e.g., [7]).

Weight Biased Graphs: These graphs were proposed in [6] where they were shown to be among the hardest to color. They are designed to avoid large cliques and at the same time to favor flatness criteria such as small variations in vertex degree and hidden color classes. We used Culberson’s generator to produce these graphs specifying the parameters $\alpha$ and $\gamma$ to be 0 and 1 respectively.

We generated 5 graphs at each combination of $n = \{1000, 2000, 4000, 8000\}$, $p = \{0.1, 0.2, \ldots, 0.9\}$ and type of graph. Weight biased graphs of size 8000 resulted computationally too costly to be generated and were excluded.

Comparison between implementations. Figure 1 shows execution times in seconds plotted against the graph densities\(^1\) for the three implementations. The execution time of both LEI and RLF grows with both the number of vertices and the graph densities, i.e., the number of edges. On the contrary, the execution time of LAZY RLF grows with the graph density, but only up to density 0.6, after which it starts decreasing. The comparison between LAZY RLF and RLF, which both use the same data structures, makes it possible a fair assessment of the lazy feature. The fact that the two corresponding curves intersect indicates that the comparison depends on a density threshold. However, the improvement provided by the lazy feature for densities greater than the threshold is remarkable, while for densities less than the threshold the extra cost of LAZY RLF is very contained. The threshold seems slightly to vary between uniform graphs and weight biased graphs, being around 0.4 for the former and 0.3 for the latter.

Figure 2 presents the same data of Figure 1 from another perspective: it shows execution time divided by the cube of the graph size against the graph density. The main observation is that the curves for different instance size overlap in these plots. This fact suggests that the real complexity of LEI and RLF is close to its worst-case complexity, that is, $O(n^3)$ independently on its density. It also emphasizes a

\(^1\)Recall that the graph density of a graph with $n$ vertices and $m$ edges is computed as $\frac{2m}{n(n-1)}$.
clear dependency on the graph density of the real complexity of all implementations, with LAZY RLF that seems to have a maximum in complexity close to density 0.6.

Figure 3 shows the memory consumption of LEI and RLF. As expected, the adjacency array data structure leads to better memory performance than array-based lists, since it has to store less pointers.

An accurate profiling of the three algorithms reveals that cache-misses in L1 and L2 memory are crucial for the efficiency of these data structures. Table 1 reports the results of running the valgrind profiler on all the three algorithms on three different instances. Each row gives the number of CPU instructions, the number of cache accesses, the number of cache-misses to L1, and the number of cache-misses to L2 (all numbers are divided by $10^6$). Comparing the number of CPU instructions and cache accesses of LEI and RLF, it is evident that the dynamic graph data structure is beneficial. The worse performance of RLF in execution comes therefore unexpected. Its explanation lays all in the number of cache-misses to L1 and L2. The increase in this number cancels out the improvement in the number of basic operations and slows down significantly the overall execution. The decrease of basic operations is more pronounced with LAZY RLF, which, on dense graphs, results to be the fastest algorithm.

Table 1: Results on running the valgrind cache profiler on the three algorithms. All the numbers are divided by $10^6$.
An adaptive mechanism. The previous results suggest that the use of \textsc{LazySelectVertex} from Algorithm 4 pays off only for density larger than a certain value close to 0.4. The best choice seems to depend on the density of the graph left to color. Therefore, we implement a fourth version of Algorithm 1 that adaptively chooses between Algorithm 2 and Algorithm 3 in order to extract the next stable set. The decision between the two is regulated by a threshold $t$: If the residual graph has density smaller than $t$ then the procedure of Algorithm 2 is chosen, otherwise Algorithm 3 is used.

We experimented with values of $t$ ranging from 0 to 1 at steps of 0.1. Note that $t = 0$ corresponds to RLF and $t = 1$ to \textsc{Lazy} RLF. We report the results in the semilogarithmic panels of Figure 4. In each panel we repeat the two limits given by $t = 0$ and $t = 1$. We can conclude that values of $t = \{0.3, 0.4\}$ for uniform graphs and $t = \{0.1, 0.2\}$ for weight biased graphs, lead to an adaptive implementation that performs best over all the spectrum of possible densities. Closer investigations unveil however that the gain is not large. With respect to \textsc{Lazy} RLF, indeed, the better performance occurs on the small densities where the extra cost of \textsc{Lazy} RLF is not large. Moreover, we have to account for a small extra cost of computing the density of the residual graph before deciding which procedure to use.

6 Conclusions

We focused on efficiency issues in the implementations of the RLF heuristic algorithm for graph coloring. We observed that, under some conditions, the selection of the next vertex to include in the stable set can be done faster than in the original implementation described by Leighton. A careful analysis allowed us to design an adaptive implementation that exploits the benefits of both the original and the novel lazy computation. In addition, we analyzed two different data structures for the storage of the graph. In our experiments, an adjacency array representation performed better than an adjacency array-based list. This result is somehow unexpected and due to modern computer architectures, where the size of the L1 and L2 caches has a direct impact on the overall speed of algorithms due the number of cache-misses. As future work, we plan to design a cache-friendly version of \textsc{Lazy} RLF, that, hopefully, will reduce the

Figure 3: Memory consumption for LEI and RLF.
Figure 4: Execution time vs density for Adaptive RLF. The panels represent different choices for the parameter $d$. The reference lines in light grey correspond to RLF ($d = 1$) and LAZY RLF ($d = 0$).
number of cache-misses, and it will better exploit the advantages of lazily computing the induced vertex degree.

We make publicly available a C++ implementation of RLF that includes the features of the engineering process here presented (visit the website given in [4]).
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