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Abstract—Given a collection of algorithms, the Algorithm Selection (AS) problem consists in identifying which of them is the best one for solving a given problem. The selection depends on a set of numerical features that characterize the problem to solve. In this paper we show the impact of feature selection techniques on the performance of the SUNNY algorithm selector, taking as reference the benchmarks of the AS library (ASlib). Results indicate that a handful of features is enough to reach similar, if not better, performance of the original SUNNY approach that uses all the available features. We also present sunny-as: a tool for using SUNNY on a generic ASlib scenario.

I. INTRODUCTION

The Algorithm Selection (AS) problem aims at selecting the best algorithm for solving a given problem among a collection of available algorithms. Initially proposed in 1976 by Rice [30], in the last decade AS has attracted increasing attention and a variety of AS approaches have been proposed.

Given a set (or portfolio) of algorithms \(\{A_1, \ldots, A_n\}\), the prediction of the “best” algorithm \(A_k\) for a new, unseen problem \(x\) clearly depends on a given notion of performance measure (e.g., the runtime or the solution quality) and it is usually performed on the basis of the feature vector of \(x\), i.e., a collection \(F_x = (f_1, \ldots, f_d)\) of \(d \geq 1\) numerical attributes that characterize the input problem \(x\). Unfortunately, not all the features are equally important: very often some features are more informative than others. Determining how many and which features to use is crucial for the performance of AS. This process, well-known also in related fields like Machine Learning and statistics, is called Feature Selection (FS).

SUNNY [2] is an algorithm selector originally tailored for Constraint Satisfaction Problems (CSPs) and later on adapted for dealing with Constraint Optimization Problems (COPs) [4]. SUNNY is also the algorithm that underpins sunny-cp [3], a constraint solver exploiting a portfolio of different constituent solvers for solving both CSPs and COPs encoded in MiniZinc language [27]. In this paper we show the impact of FS techniques on the performance of the SUNNY algorithm selector. We use the benchmarks of the Algorithm Selection library (ASlib) [6], a recently introduced repository which encodes different AS scenarios in a standardized format with the aim of sharing and comparing different AS approaches. Note that the contribution of this paper is not to compare the performance of SUNNY with other AS approaches as done in the preliminary study of [1]. Here instead we fix the SUNNY original approach as a baseline, and we evaluate and compare different FS methods on all the heterogeneous scenarios of the ASlib. The goal is to assess if and how SUNNY can take advantage of a reduced set of features in order to reach a similar, or maybe better, performance w.r.t. its original version which uses all the available features.

We introduce new normalized metrics for evaluating well-known FS methods over different ASlib scenarios by also varying the number of selected features. Empirical results indicate that —although there is not a dominant FS method— a handful of features is often enough for SUNNY to reach similar, if not better, performance of the default approach exploiting all the given features. This confirms the findings reported in [6], [7], [18], [25] showing that only few features can be enough to describe and discriminate the structure of the problem to be solved. Unfortunately, it seems that no pattern exists to discriminate ex-ante the best features for a given scenario: even scenarios having the same feature space have indeed different best features.

Based on these findings we also developed sunny-as: a tool for applying SUNNY on a given ASlib scenario. sunny-as enables to train and test an AS scenario conforming to ASlib specifications, allowing us to apply different FS methods.

Paper Structure. In Section II we provide some background notions. Section III presents the methodology we followed for conducting the experiments. In Section IV we show the empirical results while in Section V we introduce the sunny-as tool. Section VI discusses the related work. Section VII concludes the paper presenting also some future directions.

II. BACKGROUND

In this section we give some preliminary notions about the ASlib library, the SUNNY algorithm, and the FS algorithms we used in our experiments.

A. Algorithm Selection Library

The Algorithm Selection library (ASlib) [6] provides a standardized format for representing AS scenarios and a repository
that contains a growing number of datasets from the literature. Its goal is to enable researches and practitioners to effectively share and compare different AS approaches.

Each ASlib scenario contains at least: an algorithm space \( \mathcal{A} = \{A_1, \ldots, A_m\} \); a problem space \( \mathcal{X} = \{x_1, \ldots, x_n\} \); a feature space \( \mathcal{F} = \{F_1, \ldots, F_n\} \) where \( F_j \in \mathbb{R}^d \) is the feature vector of the problem \( x_j \); a performance space \( \mathcal{P} = \{P_{1,n}, \ldots, P_{m,n}\} \) where \( P_{i,j} \in \mathbb{R} \) measures the performance of algorithm \( A_i \) on problem \( x_j \) within a timeout of \( \tau \) seconds. Optionally, a scenario may contain a file indicating the cost of extracting a (group of) features. Indeed, feature computation contributes to the total runtime. However, since it is usually a minor overhead, when the feature cost is not specified it is assumed to be 0.

As of today, ASlib contains 13 heterogeneous scenarios\(^2\) that ranges from Answer-Set Programming to Constraint Satisfaction Problems, from Quantified Boolean Formula to Boolean Satisfiability, and so on. As summarized in Table I, the scenarios also vary in the number of algorithms \( m \), problems \( n \), features \( d \), and in the time limits \( \tau \). The most represented domain is SAT, with seven scenarios. In all the scenarios, the runtime is the only performance measure. In the rest of the section we briefly describe the ASlib scenarios. For more details, we refer the interested reader to [6].

1) AS-POTASSCO: This scenario contains a set of Answer Set Programming (ASP) problems and a set of algorithms automatically constructed by an adapted version of Hydra [36]. The features were generated by a lightweight version of clasp, including static and probing features organized into feature groups; they were previously used by claspfolio solver [15].

2) CSP-2010: This scenario contains Constraint Satisfaction Problems and only two solvers: one that employs lazy learning [8] and one that does not [9]. The dataset is heavily biased towards the non-learning solver. Improving on this scenario is a challenging task, since the single best algorithm is very good and both solvers share a common core.

3) MAXSAT12-PMs: MaxSAT aims to maximize the number of satisfied clauses for a SAT problem. In particular this scenario focuses on the partial MaxSAT (PMS) problem [26].

It consists of a collection of random, crafted, and industrial instances from the 2012 MaxSAT Evaluation. It contains only six solvers with very different characteristics.

4) PREMARSHALLING-ASTAR-2013: This scenario contains different real-world and time-sensitive Container Pre-Marshalling (CPM) problems. Built from from two recent \( A^* \) and \( IDA^* \) approaches [35], it contains four highly homogeneous algorithms. The features provided are new and not as well tested as in the other scenarios.

5) PROTEUS-2014: The PROTEUS scenario [16] includes an extremely diverse mix of well-known CSP solvers alongside competition-winning SAT solvers that can accept different conversions of CSP into SAT. The features include both the SAT and CSP features for a given instance. This potentially provides additional information to AS approaches.

6) QBF-2011: This scenario contains a Quantified Boolean Formula (QBF) dataset coming from the main, small hard, 2QBf and random tracks of QBF Solver Evaluation 2010. Features and solvers are taken from the AQME system and described in more detail in [28]. Although the QBF scenario includes only five algorithms, this set is highly diverse.

7) SAT*: ASlib contains seven scenarios of SAT problems derived from three tracks of SAT competitions 2011/12: industrial (INDU), crafted (HAND) and random (RAND). The SAT scenarios are characterized by a high level of maturity and diversity in terms of solvers, features, and instances.

B. SUNNY

Originally tailored for Constraint Programming only, the SUNNY [2] algorithm can be easily generalized to Algorithm Selection. Fixed a solving timeout \( \tau \) and a portfolio \( \mathcal{A} \) of algorithms, SUNNY exploits instances similarity to produce a sequential schedule \( \sigma = [(A_1, t_1), \ldots, (A_h, t_h)] \) where algorithm \( A_i \in \mathcal{A} \) has to run for \( t_i \) seconds and \( \sum_{i=1}^{h} t_i = \tau \). For any input problem \( x \), SUNNY uses a \( k \)-Nearest Neighbours (k-NN) algorithm to select from a training set of known instances the subset \( N(x, k) \) of the \( k \) instances closer to the feature vector \( F_x \) of \( x \) according to the Euclidean distance. Starting from the \( N(x, k) \) instances SUNNY relies on three heuristics to compute the schedule \( \sigma \): (i) \( H_{sel} \), for selecting the most promising algorithms \( \{A_1, \ldots, A_h\} \subseteq \mathcal{A} \) to run; (ii) \( H_{alt} \), for allocating to each \( A_i \in \mathcal{A} \) a certain runtime \( t_i \in [0, \tau] \).

\(^2\)In this paper we consider the 1.0.1 version of ASlib, i.e., the same used in the ongoing evaluation available at http://www.coseal.net/aslib/.
for $i = 1, \ldots, h$; (iii) $H_{sch}$, for scheduling the sequential execution of the algorithms according to their presumed speed. The heuristics $H_{sel}$, $H_{all}$, and $H_{sch}$ depend on the application domain. For CSPs, $H_{sel}$ selects the smallest sub-portfolio $S \subseteq A$ that solves the most instances in $N(x, \kappa)$, by using the runtime for breaking ties. $H_{all}$ allocates to each $A_i \in S$ a time $t_i$ proportional to the instances that $S$ can solve in $N(x, \kappa)$, by using a special backup solver for covering the instances of $N(x, \kappa)$ not solvable by any solver. Finally, $H_{sch}$ sorts the solvers by increasing solving time in $N(x, \kappa)$. For COPs the approach is similar, but different evaluation metrics are used. Example 1 shows a running example of how SUNNY works on a given CSP; for more details about SUNNY we refer the interested reader to [2], [4].

**Example 1** Let $x$ be a CSP, $A = \{A_1, A_2, A_3, A_4\}$ a portfolio, $A_3$ the backup solver, $\tau = 1800$ seconds the solving timeout, $N(x, \kappa) = \{x_1, \ldots, x_5\}$ the $k = 5$ neighbours of $x$, and the runtimes of solver $A_i$ on problem $x_j$ defined as in Table II. In this case, the smallest sub-portfolio that solves the most instances ($4$ to be precise) in $N(x, \kappa)$ are $\{A_1, A_2, A_3\}$, $\{A_1, A_2, A_4\}$, and $\{A_2, A_3, A_4\}$. The heuristic $H_{sel}$ selects $S = \{A_1, A_2, A_4\}$ because these solvers are faster in solving the instances in $N(x, \kappa)$. Since $A_1$ and $A_4$ solve 2 instances, $A_3$ solves $1$ instance and $x_1$ is not solved by any solver, the time window $[0, \tau]$ is partitioned in $2 + 2 + 1 + 1 = 6$ slots: 2 assigned to $A_1$ and $A_4$, 1 slot to $A_2$, and 1 to the backup solver $A_3$. Finally, $H_{sch}$ sorts the solvers by increasing solving time. The final schedule produced by SUNNY is therefore $\sigma = [(A_4, 600), (A_1, 600), (A_3, 300), (A_2, 300)]$.

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$x_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau$</td>
<td>$\tau$</td>
<td>$3$</td>
<td>$\tau$</td>
<td>$278$</td>
</tr>
<tr>
<td>$A_2$</td>
<td>$\tau$</td>
<td>$593$</td>
<td>$\tau$</td>
<td>$1432$</td>
</tr>
<tr>
<td>$A_3$</td>
<td>$\tau$</td>
<td>$36$</td>
<td>$\tau$</td>
<td>$122$</td>
</tr>
<tr>
<td>$A_4$</td>
<td>$\tau$</td>
<td>$\tau$</td>
<td>$\tau$</td>
<td>$60$</td>
</tr>
</tbody>
</table>

**TABLE II**

Runtimes (in seconds). $\tau$ means the solver timeout.

**C. Feature Selection**

Features are of paramount importance for characterizing a given problem instance and building accurate predictions models. For this reason, there is an extensive literature concerning the problem of selecting a suitable subset of the most informative features [18], [25]. This process, typically referred as Feature Selection (FS), has the purpose of removing those features that are redundant, irrelevant, and potentially harmful. Selecting a minimal set of features has the advantage of simplifying the prediction model, lowering the training and feature extraction costs, reducing the potential overfitting and hopefully improving the prediction accuracy [29].

FS techniques [11] consists basically of a combination of two ingredients: a search technique for finding good subsets of features, and a scoring metric to evaluate such subsets. Since exploring all the possible subsets of features is computationally intractable for non-trivial feature spaces, heuristics are employed to guide the search of the best subsets. Greedy search strategies usually come in two flavors: forward selection and backward elimination. In forward selection, features are progressively incorporated into larger and larger subsets. Conversely, in backward elimination features are progressively removed starting from all the available features. Combination of these two techniques, genetic algorithms, or local search algorithms such as simulated annealing are also used.

FS approaches can be distinguished in mainly two categories: wrappers and filters. Filter methods select the features regardless of the model, trying to suppress the least interesting ones. These methods are particularly efficient and robust to overfitting. In contrast, wrappers evaluate subsets of features possibly detecting the interactions between features. Wrappers methods can be more accurate than filters, but have two main disadvantages: they are more exposed to the overfitting risk, and they have a much higher computational cost.

In this work we chose to focus on filter methods only. We made this decision since we wanted to test general and lightweight FS approaches, trying to be as free as possible from overfitting and high training costs. This choice also met the rules of the ICON Challenge on Algorithm Selection [20] that impose a maximal training time of 12 CPU hours. In particular, we used two standard search methods: BestFirst and Ranker. BestFirst searches the feature subsets by greedy hill climbing augmented with a backtracking facility. In this paper we tested both the canonical forward selection and the backward selection, where backtracking is used if necessary. Ranker instead ranks the features by their individual evaluation. For BestFirst we used the Correlation-based Feature Selection (CFS) evaluator, which computes the worth of a subset of features by considering the individual predictive ability of each feature, along with the degree of redundancy between them [13]. For Ranker we used the following well-known evaluators:

- **Information Gain** (InfoGain): Evaluates the worth of an attribute by measuring the information gain with respect to the class:

$$\text{InfoGain(}\text{Class, Feat}) = H(\text{Class}) - H(\text{Class | Feat})$$

where $H(\text{Class})$ and $H(\text{Feat})$ are the entropies based on the probability associated with each class and feature respectively, and $H(\text{Class | Feat})$ is the entropy of Class conditioned on Feat.

- **Gain Ratio** (GainR): Measures the gain ratio w.r.t. the class:

$$\text{GainR(}\text{Class, Feat}) = \frac{\text{InfoGain(}\text{Class, Feat})}{H(\text{Feat})}$$

- **Symmetrical Uncertainty** (SymmU): Measures the symmetrical uncertainty w.r.t. the class:

$$\text{SymmU(}\text{Class, Feat}) = 2 \times \frac{H(\text{Class}) - H(\text{Class | Feat})}{H(\text{Class}) + H(\text{Feat})}$$

3We noticed that for some ASlib scenarios the use of a wrapping method required days of computation, even with the simplest greedy search strategies. In our case, the class is the best available algorithm for a given instance, i.e., the one having the lower runtime.
• *Relief*: Evaluates the worth of an attribute by repeatedly sampling an instance and considering the value of the given attribute for the nearest instance of the same and different class. For more details, see [22], [23], [31]

• *OneR*: Evaluates the worth of an attribute by means of 1R, a classifier using the minimum-error attribute for predictions, discretizing numeric attributes [14].

All the above mentioned approaches have been implemented by means of WEKA [12], a well-known tool for Machine Learning and data mining tasks.

III. METHODOLOGY

In this Section we explain the methodology we followed for adapting SUNNY to the different ASlib scenarios and for evaluating the FS approaches above introduced.

A. SUNNY Adaptation

Adapting SUNNY to ASlib scenarios was rather straightforward. Fixed a training set \( \mathcal{X}_{tr} \subseteq \mathcal{X} \) of known instances and a corresponding feature space \( \mathcal{F}_{tr} \), we normalized every feature vector by removing all the constant features of \( \mathcal{F}_{tr} \) and by scaling each of them in the range \([-1, 1]\). Then, for each unknown problem \( x \notin \mathcal{X}_{tr} \), SUNNY computes the neighborhood \( N(x, h) \subseteq \mathcal{X}_{tr} \) and the resulting schedule \( \sigma = [(q_1, t_1), \ldots, (q_h, t_h)] \) exactly as explained in Section II-B. In particular, since the only performance measure of ASlib scenarios is the runtime, the methodology is the same of Example 1. Following the methodology of [5], we set \( k = \sqrt{|\mathcal{X}_{tr}|} \) and the backup solver as the algorithm of \( A \) having the lower average runtime in \( \mathcal{X}_{tr} \).

Each scenario of the ASlib is evaluated with a 10-fold cross validation: the dataset \( \mathcal{X} \) is partitioned in 10 disjoint subsets \( \mathcal{X}_1, \ldots, \mathcal{X}_{10} \) called folds, treating in turn a fold \( \mathcal{X}_i \) as the test set and the union \( \bigcup_{j \neq i} \mathcal{X}_j \) of other folds as the training set.

B. Performance Evaluation

Different metrics can be used for evaluating the performance of an AS approach on a given scenario. The *Fraction of Solved Instances* (FSI) of an approach is the ratio between the number of instances it solves and all the instances of the scenario. This metric is commonly used for comparing different AS approaches due to its simplicity and significance. However, it does not take into account the time needed to solve a problem. To capture also the timing aspects of the resolution, the *Penalized Average Runtime* (PAR) measure is often used. Fixed an AS scenario and a positive integer \( k \), \( \text{PAR}_k(S) \) represents the average time taken by AS approach \( S \) to solve all the problems of the scenario, where a penalization of \( k \times \tau \) seconds is given for the instances not solved by \( S \) within the timeout \( \tau \).

Unfortunately, despite FSI and \( \text{PAR}_k \) can be suitable metrics for measuring the AS quality, when more than one scenario is considered their average values may be no longer significant. For example, putting together and averaging the \( \text{PAR}_k \) values of ASP-POTASSCO and CSP-2010 is not meaningful because the different time limits (\( \tau \) is 600 and 5000 respectively) also implies a different penalization \( k \times \tau \) for the instances not solved within \( \tau \) seconds. Moreover, even if the FSI value is always in the \([0, 1]\) range, comparing the average FSI of different scenarios may be not fair. For example, a FSI of 0.5 can be very good or very bad depending on the algorithms and the problems of a scenario since almost every scenario of ASlib contains instances which are not solvable by any algorithm. A normalization is therefore needed to keep the performance of different scenarios on the same scale.

Let us define the *Virtual Best Solver* (VBS) of a scenario as the oracle selector that for every instance \( x \in \mathcal{X} \) always chooses the algorithm \( A \in \mathcal{A} \) having the lower runtime on \( x \). If \( \text{FSI}(S) \) is the fraction of solved instances of an AS approach \( S \) on a given scenario, we define the *Normalized Fraction of Solved Instances* (FSI) as:

\[
\text{FSI}(S) = \max \left\{ 0, 1 - \frac{\text{FSI}(VBS) - \text{FSI}(S)}{\text{FSI}(VBS) - \text{FSI}(SBS)} \right\}
\]

where FSI(SBS) is the FSI of the Single Best Solver (SBS), i.e., the algorithm \( A \in \mathcal{A} \) that solves the most instances of the dataset \( \mathcal{X} \). In this way, for any given scenario and AS approach \( S \), \( \text{FSI}(S) \) is always a value in \([0, 1]\) linearly proportional to the performance quality of \( S \). In particular, \( \text{FSI}(S) = 0 \) indicates a performance worse than or equal to the SBS, while \( \text{FSI}(S) = 1 \) if \( S \) reaches the perfect performance (i.e., that of the VBS). Moreover, the relative scenario performance is always preserved: for every distinct approaches \( S, S' \) we have that \( \text{FSI}(S) \leq \text{FSI}(S') \iff \text{FSI}(S) \leq \text{FSI}(S') \).

Analogously, set the *SBS* as the algorithm \( A \in \mathcal{A} \) having the lower average runtime over all the instances of \( \mathcal{X} \), we define the *Normalized Penalized Average Runtime* (\( \text{PAR}_k \)) of an AS approach \( S \) on a given scenario as:

\[
\text{PAR}_k(S) = \max \left\{ 0, 1 - \frac{\text{PAR}_k(VBS) - \text{PAR}_k(S)}{\text{PAR}_k(VBS) - \text{PAR}_k(SBS)} \right\}
\]

Recalling that it is outside the scope of this paper to provide a comparison of SUNNY against other AS approaches, in Table III we however show the \( \text{PAR}_{\text{10}} \) score of SUNNY against other state-of-the-art AS approaches (viz., ISAC, SNNAP, aspemod, claspfolio, claspfolio-pre, zilla, and LLAMA). These values are obtained from the \( \text{PAR}_{\text{10}} \) results of [1]. As can be seen, SUNNY appears to be promising for non-SAT scenarios (in particular QBF and Proteus) while for SAT problems there is a clear performance gap w.r.t. the best approaches. Curiously, by considering the average \( \text{PAR}_{\text{10}} \) over all the scenarios, the best approach turns out to be claspfolio with pre-solving, even if this approach is never the best one for any given scenario.

C. Feature Selection

As mentioned in Section II-C, the FS algorithms we tested in the experiments have been evaluated by exploiting their implementation in WEKA. We used in particular the *AttributeSelection* class, a supervised attribute filter that allows to combine search and evaluation methods. Concerning BestFirst method, we used the class *BestFirst* for
search and class CfsSubsetEval as evaluator. Regarding Ranker method, we used Ranker class for search and the following classes for the evaluation:

- InfoGainAttributeEval
- GainRatioAttributeEval
- SymmetricalUncertAttributeEval
- ReliefAttributeEval
- OneRAttributeEval

Each WEKA algorithm has been evaluated by using its default parameters configuration, possibly tuning the \(-N\) parameter for varying the number of selected features (see Section IV).

All the experiments have been performed on Intel Dual-Core 2.93GHz computers with 3 MB of CPU cache, 2 GB of RAM, and Debian 3.2.65 operating system. The source code and the results of the experiments are publicly available at https://github.com/lteu/sunny-fs.

### IV. Results

In this section we present the experimental results we obtained following the methodology described in Section III. In particular, we measured the performance of the different FS approaches in terms of the $F_{SI}$ and $PAR_{10}$ metrics.

We first show the performance of BestFirst method with Forward and Backward heuristics. As can be seen from Table IV, improvements are minimal both in terms of $PAR_{10}$ and $F_{SI}$. Indeed, with the sole exception of PREMARSHALLING scenario, the Forward method is always worse than the original SUNNY approach exploiting all the available features. Slightly better is the Backward approach, which improves the original performance also in the QBF and SAT11-INDU scenarios. Not surprisingly, due to the pronounced anti-correlation between $F_{SI}$ and $PAR_{10}$, the corresponding normalised values $\frac{F_{SI}}{\text{maximum of } F_{SI}}$ and $\frac{PAR_{10}}{\text{maximum of } PAR_{10}}$ are proportional: the higher is the $F_{SI}$, the higher is the $PAR_{10}$ (viceversa).

Better results are instead achieved by using Ranker. Table V depicts the peak $PAR_{10}$ performance of the FS approaches introduced in Section II-C against the original SUNNY approach.\(^5\) Here we evaluated every method by varying the number of selected features in \(\{1, 2, \ldots, 8\} \cup \{16, 32, 64\}\). Several interesting insights can be observed. Firstly, for all the considered scenarios there is always a FS method able to outperform the original SUNNY approach exploiting all the available features. The best feature evaluator in this regard appears to be Relief, which reaches the best $PAR_{10}$ for 7 scenarios out of 13. However, there are no dominated evaluators since every method reaches the peak performance for at least one scenario. The “# Features” column represents the number of selected features for the best approach in the form $d \rightarrow d'$ where $d$ is the original number of features and $d'$ the resulting number of selected features. We can note that for almost all the scenarios less than eight features are enough for outperforming the original SUNNY approach, with a reduction factor which is often above 90%. The relative performance gain\(^6\) can be considerable (sometimes also beyond 100%).

Table VI reports the average $PAR_{10}$ performance of each FS approach over all the scenarios by varying the number of selected features in \(\{1, 2, \ldots, 8\} \cup \{16, 32, 64\}\). The results point out that there is not a clearly dominant FS method. Relief is still the approach that reaches the peak performance the most number of times (i.e., with 1, 2, 4, 16, and 32 features). However, the overall best $PAR_{10}$ score (0.605) is reached by InfoGain with just 5 features.

We conclude this section with some considerations about how many and which features to select for a given scenario. Unfortunately, as shown in Table V, there is not a clear pattern indicating what is the number of features to select. Although in general SUNNY needs only few features (often no more than five, see “# Features” column) for reaching a good performance, we cannot identify a clear trend in the number of selected features even when the application domain is the same (e.g., see the number of features for SAT scenarios).

\(^5\)We do not report the $F_{SI}$ results since, as mentioned above, $F_{SI}$ results are strongly correlated to $PAR_{10}$ results.

\(^6\)In Table V the relative performance gain is defined as $100 \times \frac{P - P'}{P'}$ where $P$ and $P'$ are respectively the $PAR_{10}$ of the original approach and the $PAR_{10}$ of the best FS approach.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>ISAC</th>
<th>SNNAP</th>
<th>aspeed</th>
<th>claspolfo</th>
<th>claspolfo-pre</th>
<th>zilla</th>
<th>LLAMA</th>
<th>SUNNY</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASP-POTASSCO</td>
<td>0.472</td>
<td>0.644</td>
<td>0.333</td>
<td>0.819</td>
<td>0.800</td>
<td>0.710</td>
<td>0.775</td>
<td>0.690</td>
</tr>
<tr>
<td>CSP-2010</td>
<td>0.062</td>
<td>0.000</td>
<td>0.045</td>
<td>0.805</td>
<td>0.793</td>
<td>0.828</td>
<td>0.857</td>
<td>0.685</td>
</tr>
<tr>
<td>MAXSAT12-PMs</td>
<td>0.507</td>
<td>0.664</td>
<td>0.648</td>
<td>0.891</td>
<td>0.716</td>
<td>0.939</td>
<td>0.864</td>
<td>0.871</td>
</tr>
<tr>
<td>PREMARSHALLING-ASTAR-2013</td>
<td>0.166</td>
<td>0.000</td>
<td>0.744</td>
<td>0.292</td>
<td>0.680</td>
<td>0.564</td>
<td>0.350</td>
<td>0.706</td>
</tr>
<tr>
<td>PROTEUS-2014</td>
<td>0.713</td>
<td>0.644</td>
<td>0.865</td>
<td>0.789</td>
<td>0.848</td>
<td>0.808</td>
<td>0.790</td>
<td>0.877</td>
</tr>
<tr>
<td>QBF-2011</td>
<td>0.590</td>
<td>0.197</td>
<td>0.803</td>
<td>0.857</td>
<td>0.892</td>
<td>0.873</td>
<td>0.894</td>
<td>0.596</td>
</tr>
<tr>
<td>SAT11-INDU</td>
<td>0.189</td>
<td>0.474</td>
<td>0.729</td>
<td>0.624</td>
<td>0.712</td>
<td>0.555</td>
<td>0.711</td>
<td>0.516</td>
</tr>
<tr>
<td>SAT11-RAND</td>
<td>0.000</td>
<td>0.184</td>
<td>0.000</td>
<td>0.356</td>
<td>0.346</td>
<td>0.000</td>
<td>0.251</td>
<td>0.092</td>
</tr>
<tr>
<td>SAT12-ALL</td>
<td>0.777</td>
<td>0.646</td>
<td>0.776</td>
<td>0.926</td>
<td>0.930</td>
<td>0.950</td>
<td>0.892</td>
<td>0.534</td>
</tr>
<tr>
<td>SAT12-HAND</td>
<td>0.000</td>
<td>0.536</td>
<td>0.095</td>
<td>0.693</td>
<td>0.675</td>
<td>0.728</td>
<td>0.740</td>
<td>0.581</td>
</tr>
<tr>
<td>SAT12-INDU</td>
<td>0.000</td>
<td>0.458</td>
<td>0.473</td>
<td>0.706</td>
<td>0.702</td>
<td>0.759</td>
<td>0.779</td>
<td>0.572</td>
</tr>
<tr>
<td>SAT12-RAND</td>
<td>0.000</td>
<td>0.449</td>
<td>0.000</td>
<td>0.586</td>
<td>0.446</td>
<td>0.409</td>
<td>0.410</td>
<td>0.005</td>
</tr>
<tr>
<td>Average all scenarios</td>
<td>0.297</td>
<td>0.371</td>
<td>0.426</td>
<td>0.671</td>
<td>0.678</td>
<td>0.645</td>
<td>0.663</td>
<td>0.540</td>
</tr>
<tr>
<td>Average non-SAT scenarios</td>
<td>0.441</td>
<td>0.345</td>
<td>0.576</td>
<td>0.742</td>
<td>0.788</td>
<td>0.787</td>
<td>0.755</td>
<td>0.787</td>
</tr>
<tr>
<td>Average SAT scenarios</td>
<td>0.175</td>
<td>0.392</td>
<td>0.296</td>
<td>0.610</td>
<td>0.584</td>
<td>0.523</td>
<td>0.584</td>
<td>0.329</td>
</tr>
</tbody>
</table>
If we focus instead on which features allow to reach the best performance, the results obviously vary across the scenarios. Table VII lists the features selected by the best tested FS method reported in Table V. We report these features for two reasons. On the one hand, these reduced sets of features enable researchers to further assess and compare the performance of other AS and FS approaches over the different scenarios. On the other hand, such features might help a domain expert to deepen the study of the most informative features for a particular scenario. For more details about scenarios and features we refer the reader to [6] (and to the papers describing the scenarios listed in Section II-A).

### V. **sunny-as**

Based on the results shown in Section IV, we developed sunny-as: an AS utility tool that uses the SUNNY algorithm for evaluating scenarios conforming to the ASlib format specifications. According to the cv.arff file contained in every scenario, sunny-as allows to split the original scenario into \( k \times k \) training/testing scenarios, where \( h \) is the number of repetitions and \( k \) the number of folds of the corresponding \( k \)-cross validation. sunny-as can be used in three different modes: training, pre-solving and testing.

In the training phase, sunny-as extracts some basic information from the training scenario (e.g., the portfolio, the backup solver, the timeout) and builds the knowledge base needed by SUNNY for computing the algorithms schedule as explained in Section II-B. The knowledge base is automatically created by processing the meta-information of the scenario (e.g., runtimes, feature values, feature costs, etc.). Basically, it is a map that associates to every training instance its normalized feature vector (where constant features are automatically created by processing the meta-information of the scenario).

### Table IV

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Original</th>
<th>SymmU</th>
<th>GainRatio</th>
<th>InfoGain</th>
<th>Relief</th>
<th>OneR</th>
<th># Features</th>
<th>Reduction [%]</th>
<th>Gain [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASP-POTASSCO</td>
<td>0.900</td>
<td>0.700</td>
<td>0.700</td>
<td>0.700</td>
<td>0.710</td>
<td>0.611</td>
<td>138 → 5</td>
<td>96.377</td>
<td>2.888</td>
</tr>
<tr>
<td>CSP-2010</td>
<td>0.681</td>
<td>0.795</td>
<td>0.795</td>
<td>0.717</td>
<td>0.739</td>
<td>0.785</td>
<td>86 → 5</td>
<td>94.186</td>
<td>16.770</td>
</tr>
<tr>
<td>MAXSAT12-PMS</td>
<td>0.871</td>
<td>0.874</td>
<td>0.874</td>
<td>0.874</td>
<td>0.913</td>
<td>0.831</td>
<td>37 → 16</td>
<td>56.757</td>
<td>4.835</td>
</tr>
<tr>
<td>PREMARSHALLING-ASTAR-2013</td>
<td>0.706</td>
<td>0.781</td>
<td>0.766</td>
<td>0.785</td>
<td>0.794</td>
<td>0.781</td>
<td>16 → 2</td>
<td>87.500</td>
<td>12.458</td>
</tr>
<tr>
<td>PROTEUS-2014</td>
<td>0.877</td>
<td>0.895</td>
<td>0.893</td>
<td>0.886</td>
<td>0.876</td>
<td>0.836</td>
<td>43 → 7</td>
<td>96.465</td>
<td>2.080</td>
</tr>
<tr>
<td>QBF-2011</td>
<td>0.896</td>
<td>0.910</td>
<td>0.910</td>
<td>0.914</td>
<td>0.922</td>
<td>0.897</td>
<td>46 → 3</td>
<td>93.478</td>
<td>2.942</td>
</tr>
<tr>
<td>SAT11-HAND</td>
<td>0.516</td>
<td>0.602</td>
<td>0.588</td>
<td>0.602</td>
<td>0.596</td>
<td>0.524</td>
<td>115 → 5</td>
<td>95.652</td>
<td>16.724</td>
</tr>
<tr>
<td>SAT11-INDU</td>
<td>0.992</td>
<td>0.244</td>
<td>0.244</td>
<td>0.244</td>
<td>0.220</td>
<td>0.256</td>
<td>115 → 2</td>
<td>98.261</td>
<td>178.022</td>
</tr>
<tr>
<td>SAT11-RAND</td>
<td>0.928</td>
<td>0.939</td>
<td>0.939</td>
<td>0.939</td>
<td>0.939</td>
<td>0.924</td>
<td>115 → 16</td>
<td>86.087</td>
<td>1.222</td>
</tr>
<tr>
<td>SAT12-ALL</td>
<td>0.581</td>
<td>0.610</td>
<td>0.557</td>
<td>0.602</td>
<td>0.601</td>
<td>0.586</td>
<td>115 → 32</td>
<td>72.174</td>
<td>5.002</td>
</tr>
<tr>
<td>SAT12-HAND</td>
<td>0.572</td>
<td>0.623</td>
<td>0.598</td>
<td>0.623</td>
<td>0.593</td>
<td>0.597</td>
<td>115 → 5</td>
<td>95.652</td>
<td>8.956</td>
</tr>
<tr>
<td>SAT12-INDU</td>
<td>0.952</td>
<td>0.226</td>
<td>0.228</td>
<td>0.222</td>
<td>0.238</td>
<td>0.181</td>
<td>115 → 3</td>
<td>97.391</td>
<td>359.510</td>
</tr>
<tr>
<td>SAT12-RAND</td>
<td>0.052</td>
<td>0.022</td>
<td>0.024</td>
<td>0.090</td>
<td>0.024</td>
<td>0.024</td>
<td>115 → 7</td>
<td>93.913</td>
<td>∞</td>
</tr>
</tbody>
</table>

### Average PAR₁₀ performance of RANKER over all the scenarios.

Basing on the results shown in Section IV, we developed sunny-as: an AS utility tool that uses the SUNNY algorithm for evaluating scenarios conforming to the ASlib format specifications. According to the cv.arff file contained in every scenario, sunny-as allows to split the original scenario into \( h \times k \) training/testing scenarios, where \( h \) is the number...
also a presolving phase in which it is possible to filter the initial portfolio, set a static schedule, and in particular perform a selection over all the original features. For example, by defining the corresponding sunny-as options the user can apply all the FS algorithms listed in Section III-C.

Finally, the testing scenario is used for computing and evaluating the SUNNY predictor. A script is available for printing (or redirecting) the SUNNY schedule for every test instance, according to the ASlib specifications. The arguments used by SUNNY are those computed in the previous steps. However, sunny-as allows to override them by modifying for example the static schedule, the neighborhood size, the portfolio, the backup solver, the timeout, and even the knowledge base itself. sunny-as also provides a utility for making statistics on the predictions (e.g., computing the PAR10 and F51 measures).

sunny-as is completely written in Python and publicly available at https://github.com/CP-Unibo/sunny-as. It participated in the first ICON Challenge on Algorithm Selection [20] using InfoGain to select the best 5 features. This version was the best algorithm selector for PREMARSHELLING scenario, but it globally achieved rather poor results. We are investigating the reasons behind such performance, especially for SAT scenarios.

**VI. RELATED WORK**

The interest in algorithm selection is quite general and growing. For more comprehensive surveys about AS problem and related paradigms, we refer the interested reader to [19], [24], [32]. In this context we report just the AS related works dealing with feature selection.7

A preliminary investigation on ASlib is performed in [6]. In particular, forward selection is used to select the best features and algorithms for each scenario. In contrast to our approach, the authors use a wrapper with a random regression forest to evaluate the features/algorithms subset. Their findings are however similar to ours: usually the number of required features is very small if compared to the complete feature set (at most five features per scenario are selected). Interestingly, also the number of algorithms is substantially reduced in most scenarios. The possibility of considering just a small number of algorithms may lead to performance improvements also for SUNNY, especially when it comes to compute the best sub-portfolios. However, due to the fact that the use of wrapper methods for performing the algorithm selection was far more computationally expensive for SUNNY, in this paper we focus only in feature selection and not in algorithm filtering.

In [7] forward feature selection is used for predicting the runtime of planners. In this case too, authors show that only 4–6 features (among 311 features in total) may lead to a performance similar to that obtained by using all the available features. In [25] feature filtering has been applied to the Instance-Specific Algorithm Configuration (ISAC) tool, proving that in SAT and CSP domains the number of features used by ISAC can be reduced to less than a quarter, often providing significant performance gains. In [18] empirical analyses on SAT, MIP, and TSP problems show that just two key algorithm parameters or, similarly, few instance features suffice to predict the most salient algorithm performance measures.

**VII. CONCLUSIONS**

In this paper we examined the impact of Feature Selection (FS) techniques on the performance of the SUNNY algorithm selector. We use the benchmarks of the Algorithm Selection library (ASlib) [6], a repository including different AS scenarios encoded in a standardized format. In particular, we evaluated whether and how different off-the-shelf FS approaches applied to SUNNY algorithm can improve the original SUNNY approach (which uses by default all the available features). To the best of our knowledge, except for the preliminary investigation of [6], no similar analysis on the ASlib scenarios have been

**TABLE VII**

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASP-PITASSO</td>
<td>Fra_cBody-Body_Equivalences, Fra_cOther_Equivalences, 1ght, Fra_cAtom-Atom_Equivalences, Literalsn Conflict_Nogoods-1, stats_sums_count, stats_var_bucket, stats_edge_density, stats_branchingvars, stats_varcount</td>
</tr>
<tr>
<td>CSP-2010</td>
<td>pnr_var_max, pnr_cls_std, pnr_var_mean, numClauses, pnr_cls_mean, pnr_var_spread, horn, binary, pnr_var_min, var_clauses_ratio, perc_soft, trinary, unary, pnr_var_std, vcg_var_std, vcg_cls_min</td>
</tr>
<tr>
<td>MAXSAT12-PM5</td>
<td>csp_perten_avg_predshape, csp_perten_avg_predsize, csp_sqr_max_domsizes, csp_sqr_avg_domainsize, csp_percent_dec_predicate, directororder_POSTNEG-RATIO_CLAUSE-mean, directororder_reducedVars</td>
</tr>
<tr>
<td>PREMARSHEL</td>
<td>NEG_HORN_CLAUSE, TERMORACLE_CLAUSE, OCFCF_OCFCN</td>
</tr>
<tr>
<td>PROTEUS-2014</td>
<td></td>
</tr>
<tr>
<td>QBF-2011</td>
<td></td>
</tr>
<tr>
<td>SAT11-HAND</td>
<td>binaryP, horn_clauses_fraction, SP_bias_q25, VCG_CLAUSE_coeff_variation, lobjois_mean_depth_over_vars</td>
</tr>
<tr>
<td>SAT11-INDU</td>
<td>SP_unconstraint_q10, VCG_CLAUSE_coeff_variation</td>
</tr>
<tr>
<td>SAT11-RAND</td>
<td>cl_num_q90, cl_num_max, cl_num_q75, cl_num_mean, cl_num_q50, cl_num_q25, cl_num_min, cl_num_q10, VG_max, DIAMETER_entropy, cl_size_q10, cl_size_q25, VG_mean, DIAMETER_coeff_variation, cl_num_coeff_variation, cl_num_mean</td>
</tr>
<tr>
<td>SAT12-ALL</td>
<td>SP_unconstraint_q25, vars_clauses_ratio, SP_unconstraint_mean, POSTNEG_RATIO_CLAUSE_entropy, VCG_VAR_coeff_variation, SP_unconstraint_q75, SP_bias_coeff_variation, SP_bias_mean, BINARYP, reducedNaves, SP_unconstraint_max, VCG_CLAUSE_entropy, POSNEG_RATIO_CLAUSE_coeff_variation, cl_num_q75, cl_num_q50, cl_num_mean, cl_num_q90, SP_unconstraint_q90, cl_num_q25, VG_coeff_variation, SP_bias_q25, SP_bias_q50, VCG_CLAUSE_coeff_variation, nclausesOrig, HORN_VAR_coeff_variation, SP_unconstraint_coeff_variation, gsat_FirstLocalMinRatio_Mean, VCG_VAR_entropy, DIAMETER_max, nvarsOrig, POSNEG_RATIO_CLAUSE_num, nclauses</td>
</tr>
<tr>
<td>SAT12-HAND</td>
<td>SP_bias_coeff_variation, reducedClauses, horn_clauses_fraction, SP_unconstraint_max, POSTNEG_RATIO_CLAUSE_MIN</td>
</tr>
<tr>
<td>SAT12-INDU</td>
<td>binaryP, vars_clauses_ratio, SP_bias_q50</td>
</tr>
<tr>
<td>SAT12-RAND</td>
<td>cl_num_max, cl_num_q90, cl_num_q75, cl_num_mean, cl_num_q50, cl_num_q25, cl_num_q10</td>
</tr>
</tbody>
</table>

7An updated list of papers dealing with algorithm selection is available at 4c.ucc.ie/~larskof/assurvey/
performed yet.

We evaluated and compared the different FS methods on all the heterogeneous scenarios of the ASlib in terms of two normalized metrics, FSI and PAR10, that we introduced for avoiding biases when considering scenarios with different characteristics. Empirical results indicate that —although there is not a clearly dominant FS method— a handful of features is often enough for SUNNY to reach a similar if not better performance of the default approach. Unfortunately we are not currently able to extrapolate meaningful and general patterns for detecting ex-ante the number and the best features for a given scenario. Finally, we also developed sunny-as: a tool for applying SUNNY on a given ASlib scenario.

From a qualitative point of view, understanding and analyzing which are the most significant features is a major challenge that deserves to be explored in the future. However, we believe that even quantitative and empirical investigations —as those described in this paper— are worth to follow for avoiding the use of redundant information, focusing on a restricted but still meaningful set of features.

As an extension of this work, additional scenarios (e.g., optimization and planning problems), performance measures, and FS approaches may be tested. The sunny-as tool we developed should facilitate the evaluation and the comparison of SUNNY using different AS scenarios and FS methods. For example, we are interested in comparing the off-the-shelf FS approaches of this paper with the best ones of the ICON challenge [20] and ASlib [6].

Furthermore, by tuning the parameters of sunny-as it is also possible to try and test different SUNNY configurations (e.g., by adding a static schedule, by varying the portfolio composition, or by changing the neighborhood size). In this context, automatic configurators [17], [21] can be used for tuning the parameters.

An interesting future direction concerns the development of dynamic AS approaches. Indeed, since for the majority of the scenarios just few static or probing features are enough to reach the best results, following approaches such as [34] it might be possible to define dynamic AS approaches that only rely on the observed runtime behavior of the algorithms.
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